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Resumen

Contexto: los chatbots con inteligencia artificial generativa (GAI, por su sigla en inglés) han evolucionado sig-
nificativamente, impulsados por avances sobre grandes modelos de lenguaje (LLM, por su sigla en inglés). Estos
sistemas ofrecen interacciones mds naturales y adaptativas, a la vez que transforman diversos sectores y plantean
nuevos desafios tecnoldgicos y éticos. Objetivo: identificar las principales tendencias, oportunidades y desafios en
el desarrollo de chatbots con GAI en los tltimos afios.

Metodologia: se realiz6 un mapeo sisteméatico adaptado, por medio del cual se analiz6 el uso de GAI en chatbots.
Se definieron tres preguntas de investigacién y se hizo una biisqueda exhaustiva en las bases Web of Science, Scopus
y ScienceDirect. Los estudios fueron clasificados para responder a las preguntas de investigacion.

Resultados: los sectores de educacién y salud son los més investigados, en los que se destaca el uso de LLM co-
mo GPT-4 (generative pre-trained transformer), para personalizacion del aprendizaje y apoyo en salud mental, por
ejemplo. También se identificaron aplicaciones en tecnologia, comercio e industria. Los modelos de OpenAlI son los
predominantes, aunque existen alternativas especializadas. Los principales desafios incluyen .?lucinaciones", nece-
sidad de supervisién humana, sesgos y altos costos computacionales.

Conclusiones: la flexibilidad y rendimiento de modelos como GPT-4 los posicionan como opciones prominentes
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Explorando el uso de inteligencia artificial generativa para el desarrollo de chatbots

Catamuscay Pérez A. S., Nfiez Valencia C. E., Ordofiez Erazo H. A.

para implementaciones de chatbots. Los desafios identificados son cruciales para guiar un desarrollo efectivo, para

asf considerar oportunidades y limitaciones actuales.

Palabras clave: inteligencia artificial generativa, chatbots, mapeo sistemético.

Abstract

Context: Generative artificial intelligence (GAI) chatbots have evolved significantly, driven by advances in large
language models (LLM). These systems offer more natural and adaptive interactions, transforming various indus-
tries and posing new technological and ethical challenges.

Objective: Identify the main trends, opportunities and challenges in the development of chatbots with GAI in re-
cent years.

Methodology: An adapted systematic mapping was conducted, analyzing the use of GAI in chatbots. Three re-
search questions were defined and an exhaustive search was carried out in Web of Science, Scopus, and ScienceDi-
rect databases. The studies were classified to answer the research questions.

Results: The education and health sectors are the most researched, highlighting the use of LLM such as GPT-4
for learning personalization and mental health support. Applications in technology, commerce, and industry were
also identified. OpenAl models are dominant, although specialized alternatives exist. The main challenges include
"hallucinations,"the need for human supervision, biases, and high computational costs.

Conclusions: The flexibility and performance of 144-183models like GPT-4 position them as prominent options
for chatbot implementations. The identified challenges are crucial for guiding effective development, considering

current opportunities and limitations.

Keywords: Generative artificial intelligence, Chatbots, Systematic map.

Introduccion

La inteligencia artificial generativa (GAI, por su sigla en inglés) es hoy una tecnologia utili-
zada en aplicaciones significativas para diversos campos, entre los cuales se encuentra el edu-
cativo (Ilagan vy Ilagan, 2024); (Javaid, Haleem, Singh, ef al., 2023). Las capacidades de esta
tecnologia GAI permiten, por ejemplo, mantener conversaciones coherentes y contextuales,
responder a preguntas de forma especifica y generar texto relacionado a una entrada, o input,
por lo cual, han surgido nuevas formas para mejorar la interaccion en los portales educati-
vos. Aunque obtener informacién sobre aspectos generales, como los requisitos de un curso,
los procesos de inscripcién, la obtencién de expedientes académicos, la orientacion profesional
o los horarios, no es directamente esencial para el aprendizaje, si influye en la calidad de la
experiencia universitaria (Seeman y O’Hara, 2006). Ademads, cuando los comportamientos, el
entorno y los procesos institucionales son eficientes, es probable que se refleje una mejora en

los resultados académicos de los estudiantes (Prebble ef al., 2004).
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Por tanto, la implementacién de chatbots para portales web universitarios supone un avan-
ce significativo para el entorno de la Educacién Superior. Un chatbot basado en la tecnologia
GAI ofreceria una herramienta de soporte a estudiantes, profesores y personal administrativo;
mejoraria la accesibilidad de la informacién educativa de una universidad y optimizaria la ges-
tiéon de los recursos educativos. En la actualidad, cuando la tecnologia evoluciona rdpidamente,
las instituciones educativas enfrentan el desafio de mantenerse al dia con las innovaciones que
pueden mejorar significativamente el apoyo educativo. Sin embargo, los grandes modelos de
lenguaje (LLM, por su sigla en inglés), con los que funcionan chatbots como ChatGPT, son re-
servados con su funcionamiento interno, lo cual dificulta comprender el proceso por el cual
estos modelos llegan a sus conclusiones de una forma més detallada (Mesko y Topol, 2023);
(Wolfel et al., 2023). Ademads, estos chatbots requieren procesar datos personales, lo que re-
presentaria riesgos en cuanto a la privacidad y seguridad de una institucién, ya que los datos

serian susceptibles a ataques malintencionados (Escalante ef al., 2023).

Un mapeo sistemdtico de la literatura es una herramienta fundamental para identificar, ana-
lizar y clasificar el conocimiento existente sobre un 4rea de estudio, lo cual facilita reconocer
tendencias, tecnologias emergentes y vacios en la investigaciéon. En el campo de la GAl aplicada
a los chatbots, este enfoque metodoldgico resulta pertinente para reconocer las mejores précti-
cas y las lecciones aprendidas de implementaciones previas. De este modo, el presente estudio
proporciona un fundamento para la toma de decisiones estratégicas en la implementacién del

chatbot para el portal web de la Universidad del Cauca.

El resto del documento se estructura de la siguiente manera: primero se exponen los ante-
cedentes relacionados con el estudio. Luego, se explica la metodologia de empleada. Posterior-
mente, se exponen los resultados del mapeo sistemdtico y se discuten dichos resultados. Por

ultimo, se ofrecen las conclusiones del estudio.

Antecedentes

En los dltimos afos, el desarrollo y aplicacion de chatbots impulsados por GAI han experi-
mentado un crecimiento notable, lo cual supone un contexto mas amplio de la evolucién de la
inteligencia artificial. La historia de la GAI puede dividirse en varias etapas, desde los primeros
sistemas expertos en la segunda mitad del siglo XX, hasta la llegada de las redes neuronales
profundas y el procesamiento en la nube; una evolucién que ha llevado a avances significati-
vos, particularmente con la introduccién de grandes modelos de lenguaje y la computaciéon en
la nube (Wang et al., 2023).
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Los origenes de los chatbots generativos se remontan a la década del cincuenta, con la pro-
puesta del test de Turing, como punto de partida para evaluar la capacidad de las maquinas
para simular la inteligencia del ser humano. A lo largo de las siguientes décadas surgieron sis-
temas como ELIZA, en los afios 60, que despertaron el interés por el procesamiento de lenguaje
natural, mds tarde en los afios 1970 con PARRY y en los 90 con ALICE, este tltimo aproveché
el lenguaje marcado AIML para mejorar su capacidad de respuesta. En la década de 2010, los
asistentes virtuales como Siri, Google Assistant y Alexa llevaron los chatbots al &mbito comer-
cial; asi se consolid6 su uso en diversas aplicaciones. Estos asistentes inicialmente se basaban
en modelos de recuperaciéon de informacién que seleccionaban respuestas predefinidas a partir
de bases de datos, pero, desde 2019, los modelos generativos (generative pre-trained transformer),
como GPT-2, GPT-3 y GPT-4 desarrollados por OpenAl, comenzaron a dominar el campo, des-
tacados por su capacidad para generar respuestas mds naturales y adaptativas, con lo cual se

mejoro la calidad de la interaccion con los usuarios (Wolfel ef al., 2023); (Prasad et al., 2024).

En este sentido, los transformadores han marcado un antes y un después en el desarrollo
de modelos de lenguaje generativos y en la IA en general, puesto que, antes de su aparicion se
utilizaban arquitecturas como las redes neuronales recurrentes (RNN, por su sigla en inglés) y
las memorias a largo y corto plazo (LSTM, por su sigla en inglés) para tareas de procesamiento
de lenguaje natural (NLP, por su sigla en inglés), pero estas presentaban limitaciones al manejar
dependencias a largo plazo y secuencias largas (Wang ef al., 2023; Bengesi ef al., 2024). Los trans-
formadores, introducidos por Vaswani ef al. (2023), lograron superar estos problemas a través
del mecanismo de self-attention, o atencién propia, que le permite al modelo prestar atencion a
las partes mas relevantes de una secuencia, sin importar su longitud (Bengesi ef al., 2024). La
arquitectura de un transformador usualmente se basa en dos componentes principales: el codi-
ficador y el decodificador. El primero procesa la informacién de manera bidireccional, incluso
el contexto completo del texto de entrada; mientras que el decodificador genera las respues-
tas palabra por palabra, en un proceso conocido como decodificacion autorregresiva. Lo anterior
ha permitido que los modelos de lenguaje generativos sean mads eficientes y precisos en tareas
como la traduccién automatica, la generacion de texto y la respuesta a preguntas (Wang ef al.,
2023).

La apariciéon de los grandes modelos de LLM ha sido fundamental para el desarrollo de
chatbots generativos, y para establecer interacciones mds fluidas y humanas. Estos modelos se
entrenan con grandes cantidades de datos no estructurados, lo que les permite generar texto
coherente y comprender tareas lingiiisticas complejas. Hay diversas variantes de LLM, inclui-
das las arquitecturas de solo codificador, como BERT, que capturan informacién contextual
bidireccionalmente, y las de solo decodificador, como la familia GPT, que sobresalen en la ge-

neracion de secuencias coherentes y contextualmente relevantes (Cascella ef al., 2024). Ademés,
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uno de los avances mds notables en la aplicaciéon de LLM a los chatbots es el ajuste fino (fine-
tuning) de los modelos, lo que mejora su capacidad para manejar la conversacién y generar
respuestas apropiadas (Wolfel ef al., 2023; Cascella et al., 2024); esta técnica, junto con el apren-
dizaje por refuerzo basado en retroalimentacion humana (RLHF, por su sigla en inglés) ha sido
clave para el éxito de modelos como ChatGPT (Cascella ef al., 2024). Tales mejoras permiten que
los chatbots comprendan las consultas de los usuarios, mantengan y proporcionen respuestas

mads precisas y personalizadas.

Debido a la necesidad de grandes recursos computacionales para su entrenamiento y des-
pliegue, la mayoria de estos modelos se entrenan y ejecutan en servidores en la nube, lo que
permite a los usuarios enviar solicitudes y recibir contenido generado sin tener que procesar

los modelos localmente (Wang ef al., 2023).

Metodologia

El objetivo de este estudio es identificar las principales tendencias, oportunidades y desa-
fios en la creacion de chatbots con GAI en los dltimos afios, de manera que se pueda obtener
una idea de cudles son las aplicaciones que se han disefiado recientemente, y como esto seria
de utilidad para la implementacién e integraciéon de chatbots personalizados para portales uni-

versitarios.

Este estudio se fundamenta en una metodologia de proceso de mapeo sistemético descrita
en la conferencia titulada Systematic mapping studies in software engineering (Petersen et al., 2008).
Teniendo en cuenta dicho enfoque, se ha logrado realizar, estructurar y llevar a cabo el mapeo
sistemdtico de una manera eficiente y rigurosa, adaptandolo al 4rea de investigacion sobre
el uso de la GAI en la construcciéon de chatbots. A continuacién, se detallan los pasos y los

procesos seguidos:

Definicién de preguntas de investigacién

Esta etapa inicial implica la formulacién de preguntas de investigacién que guiaran el al-
cance y ayudaran a cumplir con el objetivo planteado. Se busca, entonces, ofrecer una visién
general sobre el uso de la tecnologia de GAI en chatbots, que abarque aspectos como la canti-

dad y tipos de investigaciones, y las tendencias de publicacién a lo largo del tiempo.

En ese sentido, para recopilar la informacién relevante correspondiente al mapeo sistema-

tico, se plantearon las siguientes preguntas de investigacion:
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- RQ1. ;Cudles son los temas mds investigados en el desarrollo y aplicacion de chatbots elaborados
con GAI? Para identificar las dreas de enfoque predominantes en la literatura cientifica y
determinar como se ha estudiado el uso de GAI a lo largo de la elaboracién de chatbots,
es esencial comprender los temas mas investigados. Ademads, este conocimiento puede
orientar implementaciones de chatbots para portales universitarios en el contexto nacio-
nal, lo que garantiza que se integren las précticas y enfoques mds actuales y pertinentes.

Esto situard investigaciones en el contexto actual.

- RQ2. ;Cudles son los principales LLM utilizados en la produccién y aplicacién de chatbots con
inteligencia artificial generativa? El ntcleo de los chatbots basados en GAI son los LLM.
Para elegir las tecnologias mas avanzadas y efectivas para un contexto universitario, es
fundamental identificar los modelos mas empleados. Con el propésito de facilitar la toma
de decisiones sobre la seleccién del LLM mas adecuado para las necesidades particulares
de portales web universitarios, esta informaciéon también puede brindar una comprensién

de las habilidades y limitaciones de los modelos actuales.

- RQ3. ;Cudles son los principales desafios y limitaciones identificados en aplicaciones de chatbots
realizadas con inteligencia artificial generativa? Reconocer los desafios y limitaciones es im-
portante para anticipar problemas potenciales en implementaciones de chatbots con GAL
Al entender las dificultades que otros estudios han presentado, es posible disefar estra-
tegias para mitigarlas y mejorar las opciones de éxito en la implementacién de este tipo
de chatbots.

Busqueda

Se emple6 una cadena de busqueda estructurada segtn los criterios de poblacién, interven-
cién, comparacion y resultado (PICO, por su sigla en inglés) recomendados por Kitchenham
y Charters (2007) (tabla 1). Se utilizaron diferentes bases de datos cientificas, en las cuales se
realizaron bisquedas exhaustivas para reconocer estudios primarios relevantes para el mapeo
sistemdtico. Con esta metodologia se buscé una cobertura amplia y no restrictiva del campo de
estudio, sin sesgos y con garantia de una representacién mas amplia del uso de la tecnologia
GAI en chatbots.

Las palabras clave escogidas son: chatbot, generative artificial intelligence, generative model.
Ademds, con el fin de cubrir la mayor cantidad de literatura relacionada, se agregaron sinéni-

mos asociados a esas palabras clave:

- Para limitar el alcance a aplicaciones de chatbots, naturalmente son usadas las palabras
chatbot, chatbots.
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Tabla 1. Criterios PICO y eleccién realizada para plantear la cadena de biisqueda

Criterio

Eleccién

Poblacién (rol de ingenierfa de software, tipo de
ingeniero, drea de aplicacién o un grupo

de la industria).

Articulos sobre chatbots que emplean inteligencia
artificial generativa (GAI).

Intervencién (metodologia, herramienta,
tecnologia, procedimiento que aborda una cuestién

en concreto).

Inteligencia artificial generativa (GAI).

Comparacién (metodologia, herramienta,
tecnologia, procedimiento contrastado con la

intervencion).

No aplicable (dado que no se estd comparando

diferentes intervenciones).

Resultados.

Tendencias en investigacién, principales modelos
de lenguaje utilizados, desafios y limitaciones
identificados.

- La tecnologia central del presente estudio es la inteligencia artificial generativa (GAI), asi

que el otro conjunto de sinénimos que complementan la cadena de btisqueda es: genera-

tive Al, generative artificial intelligence (GAI), generative model.

- Y con el objetivo de tener un enfoque en los avances y desarrollos recientes, se utilizan

también innovation, advance, development.

En la tabla 2 se presenta la cadena de biisqueda resultante, con la cual se busca maximizar

la cobertura de la literatura relevante.

Tabla 2. Cadena de busqueda empleada

Cadena de busqueda

(“chatbot” OR “chatbots”) AND ("generative AI” OR “generative artificial intelligence” OR "GAI” OR
”generative model”) AND (innovation OR advance OR development)

Las fuentes o recursos usados para la biisqueda fueron las bases de datos cientificas Web of

Science, Scopus y ScienceDirect, accesibles mediante la divisién de bibliotecas de la Universi-

dad del Cauca. En la tabla 3 puede observarse el niimero de articulos encontrados en cada base

de datos en la busqueda inicial.

Seleccién de articulos para inclusién y exclusién

Con el propésito de filtrar los estudios que no sean adecuados para el mapeo, se definieron

los criterios especificos de inclusién y exclusién (tabla 4). Estos se fundamentaron en las pre-

guntas de investigacion, para asegurar que solo se incluyan articulos que aborden de manera

significativa el tema central del estudio (Petersen ef al., 2008).
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Tabla 3. Cantidad de articulos encontrados en cada base de datos

Base de datos | Cantidad de resultados
Web of Science 111
Scopus 181
ScienceDirect 1005

Tabla 4. Criterios para la inclusién o exclusién

tecnologias de inteligencia

artificial generativa.

Criterio Incluidos Excluidos
Articulos que no abordan la
aplicacién de inteligencia artificial
Articulos que traten sobre generativa (GAI) en chatbots.
Tematica chatbots desarrollados con

Articulos que traten sobre
chatbots sin mencionar el uso de
tecnologias de inteligencia

artificial generativa (GAI).

Periodo de tiempo

Articulos publicados en los
altimos cinco afios para asegurar
la relevancia y actualidad de la

informacion.

Articulos con més de cinco afos.

Idioma

Articulos en inglés

Articulos en un idioma distinto

al inglés.

Tipo de acceso

Articulos con acceso al texto
completo para facilitar una

evaluacion detallada.

Articulos que requieren una

suscripcién de paga.

Duplicacién de articulos

Articulos tinicos y no repetidos.

Articulos que repiten el mismo

contenido.

Adicionalmente, con el objetivo de evaluar la calidad de los estudios primarios, se formu-

laron las siguientes preguntas:

- ¢Esta claramente definido el objetivo del estudio, siendo relevante para la tematica del

mapeo?

- ¢Los resultados y discusiones del estudio aportan informacién ttil para la implementa-

cién futura de un chatbot en el contexto del portal web de una universidad?

- (El estudio es relevante para responder a las preguntas de investigaciéon del mapeo siste-

matico?
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- ¢El estudio aborda la implementacion practica de la tecnologia o proporciona ejemplos

concretos de uso?

Esquema de clasificacion

Una vez seleccionados los estudios a incluir en el mapeo, se busca entonces desarrollar
un esquema de clasificacién coherente, por lo que, mediante la lectura de los resimenes de
los articulos seleccionados, se identifican palabras clave y conceptos que reflejan el drea de
contribucién de cada articulo, y determinan el contexto de la investigacién. Posteriormente,
estas palabras clave se combinan para generar un conjunto de categorias representativas del
campo de estudio. Por otra parte, en caso de que los resimenes no permitan la extraccién
de palabras clave, también se analizan las secciones “Introduccién” o “Conclusién”, con el
fin de obtener palabras clave significativas. Este proceso sistematico busca que el esquema de

clasificacion sea exhaustivo y representativo.

Extraccién de datos y mapeo de estudios

Todos los articulos relevantes se clasificaron dentro de un esquema. Ademas, los datos se
documentaron en una tabla de Excel con el objetivo de facilitar el registro de cada categoria
para la clasificacion de cada articulo. Finalmente, se calcularon las frecuencias de los articulos
en cada categoria; asi, se obtuvo un analisis detallado de las dreas mds y menos investigadas,
los LLM que mds se mencionan, y se logré el reconocimiento de posibles desafios a tratar en la

implementacién de un chatbot con GAL

Resultados

Luego de realizar la biisqueda de las diferentes bases de datos, la cantidad de estudios que
se tuvieron en cuenta para el mapeo son: 14 de Scopus, 20 de ScienceDirect y 11 de Web of

Science, para un total de 45 que se sometieron al mapeo sistematico (figura 1).

A pesar de tener un rango de consulta de cinco afios, los estudios seleccionados fueron pu-
blicados entre 2023 y la actualidad (septiembre de 2024), debido, tal vez, a que el auge de los
chatbots con GAI se dio a finales del afio 2022 con ChatGPT, y por tanto, los publicados después
de 2023 serian més ttiles. Segtn la figura 2, en 2023 hubo un total de 19 publicaciones relevan-
tes para este mapeo, y hasta septiembre de 2024 se ubicaron otros 26 articulos para afiadir al

mapeo.
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Figura 1. Pasos de la seleccién de articulos

Temas mas investigados (RQ1)

Las principales areas de investigacion abarcan los campos de educacién, salud, industria,
comercio, gobierno y tecnologia (figura 3), con un claro dominio por las dreas de educacién y
salud, con 13 y 16 articulos respectivamente; seguidos por 7 estudios relacionados con tecnolo-
gia, y entre las areas con menos articulos estdn: comercio con 4, industria con 3 y gobierno con

2 articulos. Las descripciones de estas dreas se detallan en la tabla 5.

Acerca del drea de educacién, se encontraron numerosos estudios que discuten la aplica-
cién de chatbots con GAI de una forma mds amplia (figuras 4 y 5). Por ejemplo el articulo de
Wolfel ef al. (2023) se destaca por comparar chatbots educativos basados en conocimiento fren-
te a aquellos que usan de GAI, estos utilizan materiales didacticos como fuente y se percibe
que los chatbots basados en conocimiento facilitan un mayor control sobre las respuestas que

brindan, aun asi carecen de la flexibilidad de los chatbots generativos, como ChatGPT, ya que
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estos si pueden ofrecer una mejor interaccién educativa y presentar nuevas posibilidades en el
ambito pedagodgico.

En otro trabajo (Drelick ef al., 2024), se propone un enfoque innovador que combina simu-
laciones clinicas con la fabricacién de chatbots educativos, se ofrece una guia estructurada en

cuatro fases: conceptualizacién, disefio de protocolos, disefio técnico, y pruebas y revisiones;
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Tabla 5. Areas de investigacién definidas

Area Descripcién

Trabajos dirigidos a mejorar o transformar procesos educativos mediante tecnologias
Educacién | innovadoras como chatbots educativos o sistemas de tutoria digital apoyados por IA

generativa.

Investigaciones enfocadas en aplicaciones de chatbots con inteligencia artificial generativa
Salud en el &mbito de la salud, como sistemas de diagndstico asistido por GAI, medicina

personalizada, o intervenciones para el cambio de comportamiento.

Trabajos que exploran aplicaciones de chatbots generativos en contextos industriales,
Industria | como optimizacién de procesos, control de calidad, o sistemas de produccién

automatizados.

C . Investigaciones que estudian el impacto de chatbots generativos en el comercio, como
omercio

sistemas de recomendacion personalizados o chatbots para servicio al cliente en e-commerce.

Trabajos que examinan desde la perspectiva de gobierno, el uso de la IA generativa, en
Gobierno | conjunto con chatbots, incluyendo temas como la gestién de datos publicos, sistemas de

seguridad digital, o analisis de politicas ptblicas basados en datos.

Innovaciones en procesamiento del lenguaje natural y grandes modelos de lenguaje

Tecnologia | (LLM), internet de las cosas (IoT) y andlisis forense digital. Avances importantes para la

mejora de chatbots generativos.

este enfoque menciona la importancia de integrar précticas clinicas en la educacién para mejo-
rar la experiencia de aprendizaje. También se present6 un trabajo en el sector universitario que
detalla la realizacién de un prototipo de agente virtual de apoyo universitario basado en un
modelo de lenguaje generativo (llagan y Ilagan, 2024); el agente conversacional estd disefiado
para responder preguntas sobre politicas y normativas universitarias, y asi mejorar la experien-

cia de servicio para estudiantes, profesores y el personal administrativo.

Por otro lado, en Zhu et al. (2024) se explora como ChatGPT esté siendo utilizado con el
fin de generar arte, asistir el proceso de escritura creativa y facilitar la colaboracién entre artis-
tas. Del mismo modo, se trabaja en Javaid, Haleem, Singh ef al. (2023), quienes comentan las
diversas aplicaciones de ChatGPT en la educacién, y su implicacioén en la personalizacién del

aprendizaje y la automatizacién de tareas como la calificacién de exdmenes y asignaciones.

Ademas de las areas mencionadas, también hay documentos que se enfocan en sectores
particulares, los cuales contemplan diversas teméticas. Popovici (2023), por ejemplo, se enfoca
en la educacién en informatica o ciencias de la computacién, y analiza el uso de ChatGPT en
un curso de programacion funcional de la Universidad Politécnica de Bucarest; asi, evidencia
que ChatGPT puede ser una herramienta efectiva para la revisién de cédigo, lo que sugiere su

integracion en la mejora de las habilidades de programacién de los estudiantes. En relacion con
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Figura 4. Resumen de casos practicos de chatbots con GAI en educacién

el aprendizaje del idioma inglés, Escalante ef al. (2023) evaluaron la retroalimentacion generada
por ChatGPT en comparacién con la de tutores humanos, y no mostraron diferencias signifi-
cativas en los resultados de aprendizaje; ademads observaron una preferencia dividida entre la
retroalimentacion generada por IA y la humana, lo que sugiere un enfoque hibrido que combi-

na ambas formas de retroalimentacién.

La educacién en quimica organica también se abordé en Yik y Dood (2024), donde ChatGPT
se evalué como una herramienta para explicar mecanismos de reaccidn, y se resalto el prompt
engineering para mejorar la calidad de las explicaciones generadas. Para la ensefianza de geo-
metria, un articulo evalu6 el desempefio de varios chatbots en la resolucién de problemas geo-
métricos, pero con la particularidad de que era en espafiol; destacd, también, que los modelos
de lenguaje actuales tienen dificultades para manejar conceptos geométricos complejos, lo que
resalta la necesidad de enfoques metodoldgicos mds informados para integrar estas tecnologias
en la educacion (Parra ef al., 2024). A proposito, un chatbot personalizado, basado en un mode-
lo de GPT, fue evaluado en el area de disefio instruccional, con el objetivo de crear materiales
educativos para la alfabetizacion informacional, donde se detectaron beneficios relevantes en
términos de eficiencia de tiempo y costos, aunque los materiales generados requieren una re-
visién y optimizacién cuidadosas antes de su implementacién en programas de instruccién
(Maduni¢ y Sovulj, 2024).
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En el contexto de las humanidades, se realiz6é un andlisis comparativo de seis chatbots, in-
cluyendo ChatGPT, en la redaccion cientifica (Lozi¢ y Stular, 2023). Por otra parte, el articulo
(Yager, 2023), en el drea de ciencias fisicas, presenté un chatbot adaptado a temas cientificos es-
pecificos mediante incrustaciones de texto para proporcionar informacién contextual relevante;
dicho enfoque demostr6 ser ttil para los cientificos en la agilizacién de sus esfuerzos de inves-
tigacion, situacion que sugiere que los modelos de lenguaje pueden adaptarse efectivamente
para su uso en dominios especificos. Finalmente, en Indonesia, se investigé la percepcion de
los expertos del drea de edafologia sobre el uso de ChatGPT; los resultados mostraron una
puntuacién alta en la calidad de las respuestas generadas por ChatGPT-4 y se percibié que
estos chatbots pueden servir como herramientas de asistencia, pero no pueden reemplazar el

conocimiento experto (Cahyana ef al., 2024).

5

Cantidad

Educacién en Educaciénen  Idiomas Disefio Educacién en Educacién en Humanidades  Ciencias Edafologia
general informatica instruccional quimica geometria Fisicas
organica
Areas de educacion

Figura 5. Areas de investigacién en educacién

En el campo de la salud se encuentra la mayor cantidad de articulos que incluye este mapeo;
se tratan diversos enfoques sobre el uso de LLM y su implementacién en este &mbito, especifi-
camente en la elaboracién de chatbots y sistemas de interaccién (figura 7). A continuacién, se

expone un resumen de los hallazgos agrupados segtin los articulos analizados (figura 6).

En el articulo de Cascella ef al. (2024) se presenta una cronologia de los LLM, desde diciem-
bre de 2022 hasta diciembre de 2023; a su vez, se resalta como a lo largo de 2023 ha habido
un aumento en la apariciéon de estos modelos de lenguaje grandes, lo que ha facilitado su uso
en aplicaciones como chatbots y asistentes virtuales personalizados para el sector salud, lo
cual brinda una mejora en la gestion de enfermedades crénicas y la interaccién con pacientes.

Asimismo, se ha trabajado en la adaptacién de modelos de lenguaje especificos para el drea mé-
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Figura 6. Resumen de casos précticos de chatbots con GAI en salud

dica, como el caso de “ChatDoctor” (Li, Y. ¢f al., 2023), un modelo ajustado sobre LLaMA que
recurre a conocimientos del dominio médico. Concretamente, este modelo fue entrenado con
didlogos reales entre médicos y pacientes, lo cual optimiz6 significativamente su capacidad pa-
ra entender las necesidades de los pacientes y ofrecer asesoramiento preciso. La incorporaciéon
de mecanismos de recuperacién de informacién en tiempo real de fuentes confiables también
ha potenciado su precisién, con un avance importante en la capacidad de los LLM para ofrecer
respuestas informadas en contextos de alto riesgo como la medicina. Por otro lado, Mesko y
Topol (2023) subrayan la necesidad de una supervision regulatoria para el uso de LLM como
GPT-4 en el cuidado de la salud, dado que, a diferencia de las tecnologias médicas conven-
cionales, estos modelos no estdn regulados de la misma manera, lo que plantea ciertos riesgos
de seguridad y privacidad para los pacientes. También es importante mencionar que el uso de
ChatGPT en servicios de salud se presenta como una perspectiva innovadora con aplicaciones
significativas en el apoyo al cuidado del paciente, la investigacién y la planificacién de trata-

mientos (Javaid, Haleem y Singh, 2023).

Dentro de las dreas con mas cantidad de articulos se encuentra la salud mental, contexto
en el que se concentra el potencial de los chatbots con GAI para ofrecer apoyo emocional, tera-
pia y asistencia en la deteccién de problemas de salud mental. Un enfoque destacado es el uso
de chatbots generativos en el tratamiento y monitoreo de condiciones como la depresién. Por

ejemplo, un articulo evalué la seguridad de chatbots basados en GPT-3.5 en la identificaciéon de
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riesgos de suicidio y depresion severa, mediante dos simulaciones de actitudes de un paciente
con depresion; dicha evaluacion se llevé a cabo sobre 25 chatbots de FlowGPT.com (Heston,
2023).

Otro articulo tuvo como objetivo disefiar, desarrollar y medir la eficacia de un sistema de
chatbot con el fin de aumentar la disposiciéon a dejar de fumar mediante reflexiones generativas
basadas en entrevistas motivacionales (EM), enfoque que aument6 la confianza y la importan-
cia percibida para dejar de fumar (Brown ef al., 2023). Igualmente, en Alotaibi y Alshahre (2024)
se investig6 el rol de los chatbots en mitigar la soledad y mejorar la conectividad social de per-
sonas aisladas; segtn los hallazgos preliminares, estos agentes conversacionales proporcionan
apoyo significativo y compafiia personalizada, y ayudan al bienestar general y a la conexién
social. En otro articulo (Chowdhury ef al., 2024), se utilizé un LLM ajustado, DepGPT, para la
deteccién temprana de depresién con base en conjuntos de datos de redes sociales (Reddit y
X), en el idioma bengali, modelo que superé a otros tan o més avanzados, y logré una precisién
casi perfecta y un excelente desempefio en la clasificacién de textos depresivos. Otro articulo
propuso un chatbot de aprendizaje por refuerzo a partir de retroalimentacién humana (RLHF,
por su sigla en inglés) como apoyo en las terapias de salud mental; este agente utiliza estra-
tegias adaptativas y personalizadas para interpretar mejor las respuestas emocionales de los
usuarios, lo cual es crucial para la provision de intervenciones terapéuticas a medida (Abuba-
kar et al., 2024).

En cuanto a radiologia, encontramos a Kim ¢f al. (2024), quienes ofrecen una visién inte-

gral sobre la aplicacién de modelos generativos en el sector médico, en la creacién de datos
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sintéticos para tratar problemas de privacidad de los pacientes, y en modelos multimodales
en la medicina, como LLaVA-Med. También, el articulo (Pan ef al., 2024) detalla la evolucién
y los avances recientes de los grandes modelos de lenguaje en radiologia, incluyendo su apli-
cacion en la generacién de reportes radioldgicos y la educacion en radiologia; aqui también se
mencionan, primero, las ventajas de los modelos multimodales, como un hito en la practica
radiolégica, ya que proporcionan nuevas maneras de visualizar y analizar imdgenes médicas,

y segundo, los retos en cuanto a su implementacion.

Desde la cirugia plastica, el articulo de Labouchere y Raffoul (2024) evalta el uso de ChatGPT
y Bard. Compara cémo ambos modelos tienen la capacidad para asistir a cirujanos pldsticos,
estudiantes de medicina y pacientes. Segtn los resultados, ambos son ttiles para adelantar
revisiones cientificas y ofrecer material educativo, pero carecen de profundidad en temas espe-
cificos. Adicionalmente, se resalta su valor en la ayuda a los pacientes a comprender mejor los

riesgos y cuidados pre- y posoperatorios.

En lo que respecta a la neurocirugia, se encontraron estudios como el de Beculic ef al. (2024),
en el que se realiza una revision sistemédtica sobre el uso de ChatGPT en este campo. Se eviden-
cian tanto los beneficios como las limitaciones, incluyendo riesgos asociados a sesgos algoritmi-
cos, y la necesidad de validacién de contenido generado por esta herramienta. A pesar de estas
limitaciones, ChatGPT muestra un gran potencial para asistir en la planificaciéon quirtrgica, el
procesamiento de datos y la creacién de planes de tratamiento personalizados. En el 4rea de la
biomedicina, el escrito de Li, C. ¢f al. (2023) propone un asistente conversacional multimodal
para el analisis de imdgenes médicas, lo que combina texto e imagenes. Se utiliza un mode-
lo entrenado con datos de figuras y descripciones de PubMed, capaz de responder preguntas
abiertas sobre imagenes biomédicas, lo cual mejora el andlisis visual de datos médicos, por lo
que este modelo se posiciona como una herramienta poderosa para el futuro de la investiga-

ciéon biomédica.

En cuanto a las intervenciones en actividad fisica, Vandelanotte ef al. (2023) describen una
plataforma mévil que utiliza GAI para promover la actividad fisica, mediante contenido per-
sonalizado en tiempo real. Esta plataforma utiliza procesamiento de lenguaje natural y apren-
dizaje por refuerzo para ofrecer recomendaciones basadas en datos como GPS y condiciones
climéticas. Y con respecto a la nutricién, Yang ef al. (2024) presentan a ChatDiet, un chatbot pa-
ra ofrecer recomendaciones alimentarias personalizadas, el cual integra modelos personales y
poblacionales lo que proporciona recomendaciones adaptadas a las necesidades nutricionales
individuales, con un 92 % de efectividad en pruebas. El valor de esta herramienta se encuentra
en su capacidad para explicar las decisiones tomadas, lo cual optimiza la personalizacién y la

interaccién en el campo de la nutricion.
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También surgen otras dreas de investigacion (figuras 8 y 9), como la industria automotriz,
con la creacién de chatbots enfocados en mejorar los servicios de atencién al cliente y de pos-
venta, mediante la interaccién con manuales automotrices (Medeiros ef al., 2023). Saka et al.
(2024) analizan el potencial de los modelos chatbot GPT en la industria de la construccién, don-
de hay oportunidades para implementarlos en todo el ciclo de vida de un proyecto, con énfasis
en la selecciéon y optimizacién de los materiales. Otra industria es la de manufactura aditiva
(impresion 3D), si bien las publicaciones sobre este tema atin son limitadas, Westphal y Seitz
(2024) proponen tres casos de uso especificos en los que las herramientas de GAI optimizan los

procesos, lo cual provoca que estos sean més rapidos, creativos y rastreables digitalmente.

Internet de las
cosas (loT)

Optimizacién
de procesos

EEE H
Atencion

Modelos
multimodales

-

- Y
Gestion de Chatbots con GAl
datos publicos | | - ol cliente

Informaética
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Figura 8. Resumen de casos précticos de chatbots con GAI en otras dreas

En Dubravova ef al. (2024) se explora la posibilidad de integrar modelos de chatbot como
GPT en el sector de la seguridad ptblica, con énfasis en el analisis de datos y la asistencia en la
produccion de documentos para que estas herramientas alivien la carga administrativa de los

agentes de policia, y asi se enfoque en tareas clave de seguridad.

Desde una perspectiva mds legal, el uso de diversos modelos GAI para resolver tareas le-
gales en el contexto juridico alemén, ChatGPT-4 logré este objetivo de forma realista; ademas,
aprob6 un examen de derecho empresarial en Alemania. No obstante, se recomienda la verifi-
cacion manual por los profesionales, debido a la variabilidad en casos complejos (Schweitzer
y Conrads, 2024). Ya en el drea de comercio, se exploran los beneficios potenciales de imple-

mentar ChatGPT en las empresas, particularmente para la automatizacién de procesos como
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el seguimiento de pedidos y facturacién. Pero se destaca la necesidad de entrenar y ajustar
ChatGPT segtn los requerimientos de cada empresa, con limites claros y medidas de seguri-
dad que reduzcan riesgos como la generacion de noticias falsas o sesgos en las respuestas (Raj
et al.,2023). Ademas, el impacto de esta herramienta en la estrategia de marketing de la indus-
tria cosmética en Indonesia se refleja en la capacidad de mejorar la segmentacién de mercado,

estrategias de precios y la personalizacién del marketing (Roumeliotis ef al., 2024).

En relacién con la satisfaccion del cliente, Wilendra et al. (2024) recalcan cémo estos mode-
los de GAI tienen el potencial para mejorar y ofrecer un anélisis més profundo y preciso del
sentimiento del cliente, crucial para la sostenibilidad del e-commerce. Ademads, analizan cémo
ChatGPT esta transformando el servicio al cliente, mayormente en el sector de la salud, dado
que se destaca por su capacidad para superar barreras lingtiisticas, mejorar la satisfaccion del
paciente y ofrecer una asistencia personalizada; sin embargo, el reto consiste en asegurar la

exactitud y actualizacion de la informacion (Haleem ef al., 2024).

En el &mbito tecnolégico, en el andlisis de 194 estudios sobre ChatGPT y otros LLM, se des-
tacan las innovaciones que han impulsado su rendimiento, como el preentrenamiento a gran
escala, la sintonizacién de instrucciones, y el RLHF (Liu ef al., 2023). Chen ef al. (2024) ofrecen
una visién general de la evolucion de estos LLM y su transicién hacia modelos multimodales
(LMM) que integran datos de diferentes modalidades (texto, imagenes, sonido) para mejorar

la adaptabilidad de los sistemas de IA.

Existen multiples modelos LLM para chatbots, los cuales pueden afectar su rendimiento en

términos de precisién y tiempo de respuesta; comparar y elegir un buen LLM para una temética
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especifica impacta directamente en el potencial para la creacién de chatbots eficientes y faciles
de usar (Prasad ef al., 2024). Con la ayuda de una revisién sistematica de la literatura sobre la
tecnologia de chatbots, con metodologias de NLP y a través del modelo PRISMA, se examina
la evolucién, motivacion, logros y desafios en el desarrollo de chatbots en diversas dreas (Sur-
yanto et al., 2023). Por ejemplo, en Scanlon ef al. (2023) se explora el impacto de ChatGPT en
la informatica forense, se avaltian casos de uso como la comprensién de artefactos, buisqueda
de evidencia, deteccién de anomalias y respuesta a incidentes. Asimismo, Gill y Kaur (2023)
examinan los fundamentos y desafios de ChatGPT, y exploran sus aplicaciones actuales y su
potencial futuro, particularmente en combinacién con el internet de las cosas (IoT). Finalmente,
Sohail ef al. (2023) ofrecen una revision exhaustiva de mas de 100 publicaciones indexadas en
Scopus sobre ChatGPT, y destacan los desafios relacionados con los sesgos y la confianza en
las respuestas de este modelo, para luego proponer futuras direcciones de investigacion para
abordar estas limitaciones.

Principales LLM (RQ2)

Megatron-Turing-NLG
1,1% i
LXM-R

1,1%

T5 y variante
3,4%
Stanford Alpaca y variantes
2,3%

Familia LLaVA
2,3%

Gemini

4,6%

Familia Claude
2,3%

Familia GPT
44 8%

Familia PaLM y variantes
3,4%

Bing chat

3,4%

Familia LLaMA

9,2%

Bard
57%

Figura 10. Chatbots y LLM mencionados en los estudios

Para responder a la pregunta de investigaciéon RQ?2, se identificaron varios grandes mode-
los de lenguaje y chatbots, que estdn siendo utilizados en diferentes contextos. A continuacién,

se describen los hallazgos principales en los estudios revisados.

La figura 10 ilustra los porcentajes de mencién de LLM y un par de chatbots; alli, hay una

clara distincién por parte de los modelos de lenguaje GPT (generative pre-trained transformer)
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desarrollados por OpenAl. Estos tltimos son los mds mencionados en los articulos, y entre
los més destacados se encuentran ChatGPT y sus versiones mas recientes (GPT-4 y GPT-3.5)
(figura 11). Como se observa en la tabla 6, los estudios que simplemente usaron ChatGPT o no
especificaron el modelo de GPT que utilizaron o evaluaron fueron agrupados en una misma

categoria general.

GPT-1

GPT-3.5-turbo

GPT-3 ChatGPT
GPT-2 XL o
GPT-35

text-davinci-003

GPT-4

Figura 11. Distribucién de ChatGPT y LLM dentro de la familia GPT

En el proceso de lectura de articulos, se determiné que habia menciones a LLM que tenian
cosas en comun, y por tanto se podian agrupar en unas categorias que se denominaron familias
de LLM, las cuales se detallan en la tabla 7. Dentro de estas familias, la que tiene méds influencia
en el mapeo, después de GPT, es la familia basada en LLaMA, seguida de cerca por la familia
PaLM y MPT-7B. Con un ntimero menor de estudios se tienen las familias de LLM Stanford
Alpaca, Mistral 7B, Claude, LLaVA y T5.

Aparte de las familias de LLM mencionadas, se hallaron otra serie de LLM y chatbots nom-

brados en los estudios, estos pueden observarse en la tabla 8.

Principales desafios y limitaciones (RQ3)

Diversos estudios han identificado los principales desafios y limitaciones mds comunes en
la implementacién y uso de chatbots con GAI, los cuales son agrupados en varias categorias

para facilitar su explicacién (tabla 9).

Uno de los desafios méas reportados es la inexactitud en las respuestas generadas, lo que

generalmente se reporta como alucinaciones o afirmaciones incorrectas. Estos problemas son co-
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Tabla 6. Menciones a ChatGPT y la familia de modelos de GPT encontrados

Modelo o chatbot Estudios

(Javaid, Haleem, Singh, et al., 2023; Zhu et al., 2024; Popovici,
2023; Javaid, Haleem, y Singh, 2023; Brown et al., 2023;
Vandelanotte et al., 2023; Saka et al., 2024; Dubravova et al.,
2024; Raj et al., 2023; Wilendra et al., 2024; Haleem et al.,

2024; Liu et al., 2023; Suryanto et al., 2023; Gill y Kaur, 2023;
Sohail et al., 2023)

(Mesko y Topol, 2023; Wolfel et al., 2023; Escalante et al., 2023;
Cascella et al., 2024; Parra et al., 2024; Lozi¢y Stular, 2023;
GTP-4 Yager, 2023; Cahyana et al., 2024; Chowdhury et al., 2024; Kim
et al., 2024; Beculi¢ et al., 2024; Li, C.et al., 2023; Schweitzer y
Conrads, 2024; Scanlon et al., 2023)

GPT-3.5-turbo (Maduni¢ y Sovulj, 2024; Yager, 2023; Yang et al., 2024)

(Ilagan y Ilagan, 2024; Wolfel et al., 2023; Yik y Dood, 2024;
Parra et al., 2024; Lozi¢y Stular, 2023; Cahyana et al., 2024;
GPT-3.5 Heston, 2023; Chowdhury et al., 2024; Pan et al., 2024;
Labouchere y Raffoul, 2024; Schweitzer y Conrads, 2024;
Roumeliotis ef al., 2024)

ChatGPT/GPT no especificado

GPT-3 (Prasad et al., 2024; Alotaibi y Alshahre, 2024; Pan et al., 2024)
GPT-2 XL (Brown et al., 2023; Pan et al., 2024)

GPT-1 (Pan et al., 2024)

text-davinci-003 (Medeiros et al., 2023)

munes y perjudiciales en areas donde se requiere precisién, como la medicina o el derecho.
Ademas, a medida que las conversaciones se extienden, la fiabilidad de estas respuestas dis-
minuye, a la vez que afecta la continuidad del didlogo. De otra manera, los modelos de GAI,
al estar entrenados con grandes voliimenes de datos, pueden incorporar sesgos presentes en
dichos conjuntos de datos. Estos sesgos pueden llevar a respuestas parciales o desbalanceadas,
y a problemas éticos, lo cual impacta la rectitud y afecta negativamente a ciertos grupos de
usuarios. Asf mismo, los chatbots normalmente enfrentan problemas al interpretar datos no
textuales, como imagenes o graficos, y tienen dificultades para manejar grandes cantidades de
contexto en una conversacién. Por tanto, la capacidad de los modelos para funcionar de mane-
ra acertada en varios idiomas sigue siendo un reto. Del mismo modo, el uso de chatbots que
manejan datos personales presenta riesgos de privacidad y seguridad, ya que los datos pueden
ser vulnerables a ataques o a un mal uso. Esto es particularmente relevante en dreas como la

medicina, donde los historiales médicos deben mantenerse seguros y confidenciales.
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Tabla 7. Familias de LLM identificadas

Familia de LLM Modelos Estudios
LLaMA (Cascella et al., 2024; Kim et al., 2024)
LLaMA-7B (Li, Y. et al., 2023)
LLaMA 13B (Abubakar et al., 2024)

LLaMA PMC-LLaMA (Li, C.etal., 2023)
LLaMA 2 (Roumeliotis et al., 2024)
LLaMA27B (Prasad et al., 2024)
LLaMA 2 13B (Prasad et al., 2024)
PalLM (Kim et al., 2024)
PalLM-2 (Parra et al., 2024)

PaLM Med-PalLM (Kim et al., 2024)
Med-PalLM 2 (Cascella et al., 2024)
Med-PalLM (Cascella et al., 2024)
MPT-7B (Cascella et al., 2024)
MPT-7B-Instruct (Cascella et al., 2024)

MPT-7B
MPT-7B-Chat (Cascella et al., 2024)
MPT-7B-StoryWriter-65k+ | (Cascella ef al., 2024)

. Mistral 7B (Cascella et al., 2024)

Mistral 7B
Mistral 8x7B (Cascella et al., 2024)
Claude (Cascella et al., 2024a)

Claude &
Claude 2 (Lozi¢ y Stular, 2023)
LLaVA (Kim et al., 2024; Li et al., 2023)

LLaVA
LLaVA-Med (Kim et al., 2024)
Stanford Alpaca (Liu et al., 2023)

Stanford Alpaca | Med-Alpaca (Li, C. et al., 2023)
Visual Med-Alpaca (Li, C.etal., 2023)

I5 T5 (Pan et al., 2024; Suryanto et al., 2023)
LaMini Flan T5 783M (Prasad et al., 2024)

Otro reto consiste en que la ejecuciéon de los LLM demanda recursos computacionales sig-
nificativos, tanto en términos de potencia de procesamiento como de almacenamiento. Esto su-
pone costos altos para su operaciéon y mantenimiento, lo que puede limitar su uso en entornos
con restricciones presupuestarias. A parte de eso, los grandes modelos de lenguaje funcionan
como “cajas negras”, lo que significa que es dificil entender cémo llegan a sus conclusiones, es-
ta falta de “explicabilidad” afecta la confianza y la adopcién de estas herramientas. Finalmente,
a pesar de todas las capacidades de los chatbots generativos, no son capaces de operar de ma-

nera auténoma. Se requiere la supervision constante de expertos para corregir errores y evitar
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Tabla 8. Otros LLM y chatbots mencionados

Modelo o chatbot Estudios

(Labouchere y Raffoul, 2024; Lozi¢ y Stular, 2023; Pan et

Bard al., 2024; Schweitzer y Conrads, 2024; Vandelanotte et al.,
2023)

BioMedLM (Cascella et al., 2024)

Bing chat (C.ascella et al., 2024; Lozi¢ y Stular, 2023; Westphal y
Seitz, 2024)

Hippocratic Al (Cascella et al., 2024)

XGen-7B (Cascella et al., 2024)

GatorTronGPT (Cascella et al., 2024)

Gemini (Cascella et al., 2024; Kim et al., 2024; Schweitzer y
Conrads, 2024; Westphal y Seitz, 2024)

Clinical Camel (Li, C. et al., 2023)

DoctorGLM (Li, C. et al., 2023)

Huatuo (Li, C.etal., 2023)

Ernie (Westphal y Seitz, 2024)

Falcon 7B (Prasad et al., 2024)

DepGPT (Chowdhury et al., 2024)

Opera Aria (Lozi¢ y Stular, 2023)

LXM-R (Pan et al., 2024)

Megatron-Turing-NLG | (Pan ef al., 2024)

Github Copilot (Popovici, 2023)

consecuencias negativas, sobre todo en sectores como la salud, donde una respuesta incorrecta

podria tener serias implicaciones.

Discusion

Los resultados en este mapeo sistemético revelan tendencias y patrones significativos en el
desarrollo y la aplicacién de chatbots basados en inteligencia artificial generativa (GAI), con
un enfoque particular en los grandes modelos de lenguaje (LLM) y los desafios inherentes a
su implementacién. A través de una sintesis de la literatura reciente, este estudio proporciona
una comprensién contextualizada de como la GAI estd transformando la interacciéon con los

usuarios en diversos campos.
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Tabla 9. Resumen de los principales desafios o limitaciones encontradas y estudios donde se resaltan

Categoria Descripcion Estudios

(Beculi¢ et al., 2024; Cascella et al., 2024;
Chen et al., 2024; Escalante et al., 2023;
Haleem et al., 2024; Ilagan y Ilagan, 2024;
Javaid, Haleem, y Singh, 2023; Javaid,
Haleem, Singh, et al., 2023; Kim et al., 2024;
Li, C.etal., 2023;Li, Y. et al., 2023; Lozi¢ y
Stular, 2023; Maduni¢ y Sovulj, 2024;
Medeiros et al., 2023; Pan et al., 2024; Parra
et al., 2024; Popovici, 2023; Prasad et al.,
2024; Saka et al., 2024; Scanlon et al., 2023;
Schweitzer y Conrads, 2024; Sohail et al.,
2023; Suryanto et al., 2023; Vandelanotte et
al., 2023; Wolfel et al., 2023; Yager, 2023;
Yang et al., 2024; Yik y Dood, 2024)

Los chatbots pueden generar
Precisién y fiabilidad respuestas inexactas o

alucinaciones.

(Abubakar et al., 2024; Cascella et al., 2024;
Chowdhury et al., 2024; Gill y Kaur, 2023;
Ilagan y Ilagan, 2024; Javaid, Haleem, y Singh,
2023; Javaid, Haleem, Singh, et al., 2023; Kim
Los modelos GAI pueden etal.,2024; Li, C. et al., 2023; Liu et al., 2023;
Sesgos en los datos producir sesgos presentes en los | Lozi¢ y Stular, 2023; Meské y Topol, 2023; Pan
datos de entrenamiento. et al., 2024; Prasad et al., 2024; Saka et al.,
2024; Sohail et al., 2023; Suryanto ef al.,

2023; Westphal y Seitz, 2024; Wilendra ef al.,
2024; Wolfel et al., 2023; Yager, 2023; Yang et
al., 2024; Zhu et al., 2024)

(Alotaibi y Alshahre, 2024; Be¢uli¢ et al.,
2024; Cascella et al., 2024; Dubravova et al.,
2024; Escalante et al., 2023; Gill y Kaur, 2023;

Riesgos relacionados con la . .
Haleem et al., 2024; Javaid, Haleem, y Singh,

privacidad de los datos de los

Privacidad y seguridad ] . 2023; Javaid, Haleem, Singh, et al., 2023; Li, Y.
usuarios y la seguridad de la : )
. 7 etal., 2023; Liu et al., 2023; Meské y Topol,
informacién procesada. o
2023; Pan et al., 2024; Roumeliotis et al.,
2024; Saka et al., 2024; Westphal y Seitz,
2024; Wilendra et al., 2024; Yang et al., 2024)
El uso de modelos generativos (Chowdhury et al., 2024; Kim et al., 2024;
Costos de gran escala implica altos Maduni¢ y Sovulj, 2024; Medeiros et al.,
computacionales y costos computacionales y 2023; Prasad et al., 2024; Raj et al., 2023;
monetarios monetarios, lo que limita su Saka et al., 2024; Suryanto et al., 2023;

implementacién masiva. Westphal y Seitz, 2024; Wolfel et al., 2023)
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(Abubakar et al., 2024; Beculié et al., 2024;
Cascella et al., 2024; Chen et al., 2024;
Dificultades para interpretar, por | Chowdhury et al., 2024; Haleem ef al., 2024;

o o ejemplo, elementos visuales, Heston, 2023; Javaid, Haleem, y Singh, 2023;
Limitaciones técnicas . ) } ’ )
gestionar contextos largos y Javaid, Haleem, Singh, et al., 2023; Medeiros
adaptarse a multiples idiomas. et al., 2023; Pan et al., 2024; Parra et al.,

2024; Prasad et al., 2024; Saka et al., 2024;
Westphal y Seitz, 2024; Zhu et al., 2024)
(Beculi¢ et al., 2024; Cahyana et al., 2024;
Dubravova et al., 2024; Gill y Kaur, 2023;
Javaid, Haleem, Singh, et al., 2023; Kim et al.,
2024; Labouchere y Raffoul, 2024; Maduni¢ y
Sovulj, 2024; Meské y Topol, 2023; Popovici,
2023; Schweitzer y Conrads, 2024; Westphal
y Seitz, 2024; Wilendra et al., 2024)

La ¢aja negra"de los LLM (Cascella et al., 2024; Kim et al., 2024; Mesko
Falta de explicabilidad | dificulta entender como llegana | y Topol, 2023; Saka et al., 2024; Wolfel et al.,

Los chatbots requieren

o supervisién humana constante
Control y supervisiéon .
para evitar errores que pueden

Ser graves.

sus conclusiones. 2023)

Implicaciones del dominio de educacién y salud

El presente estudio revela una clara prevalencia de la investigacién en los sectores de edu-
cacion y salud, lo que subraya la importancia critica de la interaccién personalizada y la gestién
de informacién compleja en estos &mbitos. En el sector educativo, esta inclinacién sugiere un
vasto potencial para transformar los procesos de aprendizaje, no solo mediante la personaliza-
cién de contenidos y la automatizacién de tareas, sino también al ofrecer una interaccién mas
flexible y adaptativa que las herramientas pedagogicas tradicionales. Para instituciones como
la Universidad del Cauca, esto supone una oportunidad estratégica para mejorar la experiencia

universitaria de estudiantes, profesores y personal administrativo.

Por su parte, el campo de la salud concentra la mayor cantidad de estudios, lo que indi-
ca una urgencia y un beneficio significativo en la implementacién de LLM para asistencia en
diagnostico, gestion de enfermedades crénicas y mejora de la interaccién con los pacientes. La
atencion a la salud mental destaca el rol de los chatbots con GAI en ofrecer apoyo emocional
y deteccién temprana, evidencia de cémo estas tecnologias pueden cubrir brechas importan-
tes en la atencién, siempre bajo una estricta supervision. La flexibilidad de la GAI permite su
adaptacion a areas especializadas, desde la radiologia hasta la nutricién y la neurocirugia, lo
que abre caminos para la creacién de datos sintéticos, la generacién de reportes y la personali-
zacion de recomendaciones. Esta concentracion en dreas de la alta interaccién y datos sensibles
define la direccién futura de la investigacion y las aplicaciones més impactantes de los chatbots

generativos.
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Dominio de OpenAl y la emergencia de la especializacién

Los resultados del mapeo sistematico revelan un claro domino de las aplicaciones desarro-
lladas por OpenAl, especialmente ChatGPT y sus versiones GPT-3.5 y GPT-4, en el panorama
del uso de chatbots con GAI. Esta preponderancia se atribuye a la robustez y versatilidad de
estos modelos, que han demostrado un rendimiento superior en una amplia variedad de tareas.
La popularidad de ChatGPT se debe a su capacidad para generar texto coherente y natural, lo

que lo convierte en una herramienta clave en educacion, salud y comercio.

Sin embargo, es igualmente relevante destacar la presencia y especializacion de otras fami-
lias de LLM, la familia LLaMA (large language model meta Al), por ejemplo, se posiciona como la
segunda con mayor influencia en el mapeo. Modelos como ChatDoctor, ajustado sobre LLaMA,
han demostrado una capacidad significativa para comprender las necesidades de los pacientes
y ofrecer asesoramiento médico preciso, incorporando mecanismos de recuperacién de infor-
macién en tiempo real de fuentes confiables. En el panorama de la GAI aplicada a los chatbots,
LLaMA ha emergido como una gran opcién para el desarrollo de chatbots especializados, par-
ticularmente debido a su naturaleza de c6digo abierto, a diferencia de modelos propietarios
como los de OpenAl (Li, Y. ef al., 2023; Roumeliotis ef al., 2024).

Los modelos LLaMA estdn construidos sobre la arquitectura transformer, que utiliza me-
canismos de autoatencién para capturar relaciones contextuales en secuencias de entrada, sin
depender de capas recurrentes o convolucionales (Cascella ef al., 2024). La familia LLaMA abar-
ca un rango de tamafios de pardmetros, desde 7000 millones hasta 70 000 millones. Por ejemplo,
LLaMA-2 fue preentrenado utilizando 2 billones de tokens de datos de fuentes de acceso pu-
blico (Prasad et al., 2024).

A pesar de su tamafio relativamente méds modesto en comparacién con otros LLM (como
GPT-3 con 175 billones de pardmetros), el modelo LLaMA-7B ha demostrado un rendimiento
comparable (Cascella ef al., 2024). Esta eficiencia se logra mediante la diversificacién de los da-
tos de entrenamiento en lugar de un aumento desproporcionado de los parametros (Li, Y. ef
al.,2023). Otra variante, LLaMA-2-13B, es capaz de generar texto de alta calidad en una amplia
gama de temas, ofrecer respuestas precisas, proporcionar explicaciones detalladas y entablar
conversaciones en lenguaje natural. También es competente en la comprension y respuesta a
consultas en varios idiomas, aunque su rendimiento puede variar segtin el idioma y el domi-
nio (Prasad ef al., 2024).

El verdadero potencial de LLaMA en aplicaciones especializadas, como chatbots, sale a re-

lucir a través del refinamiento (fine-tunning) (figura 12), el cual implica refinar el modelo preen-
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trenado, por medio del uso de conjuntos de datos mas pequefios y especificos para una tarea o
dominio (Roumeliotis ef al., 2024). En el contexto del modelo ChatDoctor, LLaMA fue adaptado
y refinado con un conjunto de datos de 100 000 didlogos, entre pacientes y médicos. Esto mejo-
ré significativamente su capacidad para comprender las necesidades de los pacientes y brindar
consejos informados. Un avance clave en ChatDoctor es su mecanismo de recuperacién de in-
formacion autodirigida, que le permite acceder y utilizar informacién en tiempo real de fuentes
en linea como Wikipedia y bases de datos médicas off-line. Esto le permite responder preguntas
sobre enfermedades o términos médicos relativamente nuevos que no estaban incluidos en los
didlogos de entrenamiento, como la viruela del mono (Mpox) o medicamentos recientemente
aprobados como Daybue, donde ChatGPT no pudo proporcionar una respuesta satisfactoria
(Li, Y. et al., 2023).

Pre-entrenamiento Refinamiento T Pregunta .
- - r:_.!
= — > W S e
5 Y s
Base de Datos LLM Base LLM Refinado Respuesta Usuario
especifica

Conjunto de datos
de
Dominio Especifico

Figura 12. Mejoramiento de un LLM mediante refinamiento (fine-tunning)

El refinamiento es fundamental para lograr una mayor eficiencia de costos y resultados me-
jorados. En Roumeliotis ef al. (2024), el modelo base LLaMA-2, por su naturaleza orientada al
chat, a menudo producia texto de didlogo, incluso cuando se solicitaba un formato JSON espe-
cifico; sin embargo, después del refinamiento, se observé una mejora sustancial en la adhesion
al formato JSON en todas las respuestas generadas. Esta adaptabilidad es una clara ventaja para
integrar chatbots basados en LLaMA en sistemas que requieren un formato de salida estructu-
rado. Ademés, el refinamiento puede facilitar que los modelos generen resultados equivalentes
con indicaciones mds concisas, lo que reduce los costos computacionales. La cantidad de datos
de entrenamiento también es crucial; una reduccién del 50 % en estos resulté en una disminu-
cion del 1,45 % en la precision de respuesta de LLaMA-2, lo que demuestra la importancia de

la cantidad y calidad de los datos para el refinamiento.

En este sentido, la integraciéon de LLaMA en chatbots ofrece beneficios. Prasad ef al. (2024)

los describen de la siguiente manera:
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- Experiencia de usuario mejorada. LLaMa-2-13B se ha destacado por su tiempo de respuesta
mejorado y su mayor precision al responder a las consultas de los usuarios, lo que lo

convierte en una opcién 6ptima para chatbots eficientes.

- Manejo de conversaciones complejas. Los chatbots basados en LLaMA son capaces de crear
respuestas fluidas y coherentes que se asemejan mds a los patrones de conversacién hu-
mana, adaptandose y aprendiendo de las interacciones a lo largo del tiempo, lo que hace

que las conversaciones sean méas personales y atractivas.

- Integracion de conocimiento externo. La capacidad de los modelos LLaMA de integrarse con
mecanismos de recuperacién de informacién externa, como FAISS para busqueda de si-
militud, y de proporcionar referencias de sus fuentes (especialmente a través de interfaces

como Chainlit), mejora la credibilidad y la confianza en las respuestas del chatbot.

Por tanto, LLaMA ofrece un equilibrio entre tamafio, rendimiento y flexibilidad, gracias a
que es de cédigo abierto y a su capacidad de ser finamente ajustado a dominios especificos. Su
éxito en tareas médicas y de comercio electrénico demuestra su potencial para revolucionar la

comunicacién y la toma de decisiones.

Asimismo, la familia PaLM (pathways language model) de Google representa otra vertiente
fundamental en la evolucién de los LLM, enfocada en la especializacién de dominio y en explo-
rar las fronteras de la escalabilidad masiva y las capacidades que emergen de ella. Esta familia
es particularmente reconocida en el &mbito de la salud por su variante Med-PalLM, disefiada
para abordar la complejidad y la alta exigencia del dominio médico (Cascella ef al., 2024; Kim
et al., 2024).

El enfoque de Google con PaLM se ha centrado en investigar los limites del rendimiento
a través de una escala sin precedentes. En su articulo, Chowdhery ef al. (2022) presentaron un
modelo de 540 000 millones de pardmetros, entrenado mediante el sistema de orquestacién
Pathways, una arquitectura de software que permite distribuir de manera eficiente el entrena-
miento a través de miles de aceleradores. El hallazgo principal de este trabajo fue la demos-
tracién empirica de las capacidades emergentes: habilidades complejas que no estdn presentes
en modelos méas pequeiios, pero que aparecen de manera predecible una vez que el modelo
alcanza una escala masiva. Una de las capacidades mds notables popularizadas por este tra-
bajo es el razonamiento a través de la técnica de cadena de pensamiento (chain-of-thought [CoT]).
Al proporcionar al modelo ejemplos de coémo descomponer un problema complejo en pasos
intermedios de razonamiento, PaLM fue capaz de resolver tareas de l6gica, aritmética y razo-

namiento simbélico que antes estaban fuera del alcance de los LLM.
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El sucesor, PaLM 2, continu esta linea de trabajo, y se enfoc6 en mejorar la calidad y diver-
sidad del corpus de entrenamiento para lograr un rendimiento superior con un modelo més
eficiente (Anil ef al., 2023). El informe técnico de PaLM 2 destaca mejoras significativas en el
razonamiento avanzado y en su rendimiento multilingiie. Al entrenarse con un conjunto de
datos que abarca una mayor cantidad de idiomas y textos paralelos, PaALM 2 demostr6 una ca-
pacidad muy superior en tareas de traduccién, compresion y generacién en multiples lenguas,

una caracteristica que ha sido valorada en estudios comparativos (Parra ef al., 2024).

La especializacion de PaLM en el dominio médico con Med-PaLM y Med-PalLM 2 es un
ejemplo claro de su adaptacion a contextos especificos. Estas variantes no solo se ajustan con
datos médicos, sino que también son reconocidas por su capacidad para crear datos sintéticos,
una estrategia que ayuda en la gestién de problemas estrictos de privacidad y confidencialidad
de la informacién de los pacientes (Cascella ef al., 2024). Esta diversificacion hacia modelos co-
mo LLaMA y PaLM evidencia un esfuerzo por adaptar los chatbots a necesidades y contextos

que los modelos generalistas no pueden cubrir por completo.

Lo anterior plantea la cuestién crucial de cémo elegir el modelo més adecuado para una
aplicacién particular, sugiriendo que los desarrolladores buscan modelos que ofrezcan no solo

precision, sino también capacidades adaptativas a dominios especificos.

De los obstaculos a la interpretabilidad

Tras haber identificado los principales obstdculos (figura 13) en la implementacion de chat-
bots con GAI, resulta fundamental destacar que muchos de estos obstaculos tienen un impacto
directo en la confianza y la adopcién de esta tecnologia. En este sentido, se considera que la
falta de explicabilidad emerge como un problema transversal que amplifica riesgos asociados
a la precisién, los sesgos y la seguridad, por lo tanto, se plantea no solo como un reto técnico,
sino como un requisito esencial para avanzar hacia un uso confiable y responsable de los LLM.

Para fomentar una mayor confianza y uso de los LLM, se requieren avances significativos
en la explicabilidad de dichos modelos. La interpretabilidad busca ofrecer explicaciones sobre
el funcionamiento del modelo de una manera comprensible para los seres humanos, y para

abordar esta necesidad creciente se han propuesto dos enfoques (Cascella ef al., 2024):

- Modelos intrinsecos. Son aquellos construidos desde su disefio inicial con la transparencia
y la interpretabilidad como principios fundamentales. Su arquitectura inherente permite

una comprension més directa de sus decisiones.

- Modelos post-hoc. Se aplican después de que el modelo ha sido entrenado para proporcio-
nar explicaciones sobre su comportamiento y predicciones. Estos métodos buscan “abrir”

la caja negra sin modificar la estructura original del modelo.
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Figura 13. Obstaculos en la implementacién de chatbots con GAI

Un aspecto de interés crucial en la interpretabilidad de los modelos se centra en la gene-
racion de procesos de configuracion altamente controlados y en el andlisis de la dindmica de
entrenamiento. Con este propésito, por ejemplo, EleutherAl ha desarrollado Pythia, una suite
que comprende 16 LLM entrenados con datos ptblicos, disefiada especificamente para analizar
el comportamiento y la interpretabilidad de los LLM a través de sus fases de entrenamiento y
escalado (Cascella ef al., 2024).

Implicaciones practicas y futuras aplicaciones

Como ya se ha mencionado anteriormente, con este mapeo se busca proporcionar un fun-
damento para orientar decisiones estratégicas en torno a la implementacién de chatbots, par-
ticularmente en iniciativas como la del portal web de la Universidad del Cauca. Los hallazgos
confirman que la flexibilidad y el rendimiento de modelos como GPT-4 los posicionan como
opciones prominentes para la implementacién de chatbots. Sin embargo, la variedad de LLM
enfocados en aplicaciones especializadas sugiere que la eleccién del modelo debe estar alineada
con las necesidades especificas del proyecto. Para una institucién educativa como la Universi-
dad del Cauca, esto implica considerar la robustez de un LLM flexible como GPT-4, para un
soporte generalizado a estudiantes, profesores y personal administrativo, pero también explo-

rar modelos especializados si se busca abordar dominios educativos muy especificos.
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Los desafios identificados son cruciales para guiar el desarrollo de chatbots efectivos, te-
niendo en cuenta oportunidades y limitaciones de las tecnologias actuales. La necesidad de
supervisiéon humana y la mitigacion de las “alucinaciones” y los sesgos son consecuencias por
mitigar, para asi garantizar la precision y la equidad en las respuestas del chatbot universita-
rio. Asimismo, la consideracion de los altos costos computacionales y la bisqueda de modelos

eficientes serd vital para la sostenibilidad y escalabilidad del chatbot.

Al entender estas dificultades, es posible disefiar estrategias proactivas para atenuarlas y
mejorar significativamente las posibilidades de éxito en la implementacion del chatbot. En 1l-
tima instancia, este estudio enfatiza que, a pesar de que los LLM son herramientas poderosas,
su correcta implementacién requiere un enfoque informado y una vigilancia constante, espe-

cialmente cuando se manejan interacciones en entornos criticos.

La metodologia de mapeo sistematico aplicada en este estudio estd disefiada para ser repro-
ducible, es decir, para que otros investigadores puedan obtener resultados similares en cuanto
a la identificacién, andlisis y clasificacion de la literatura existente. Sin embargo, es importante
mencionar que las aplicaciones y experimentos con chatbots basados en GAI, que son objeto de
andlisis en este mapeo, presentan limitaciones intrinsecas, lo cual impacta la capacidad de otros

investigadores o entidades para reproducir sus resultados en diferentes contextos o escenarios.

Conclusiones

El objetivo de este estudio fue identificar las principales tendencias, modelos LLM, desafios
y limitaciones en el desarrollo de chatbots con inteligencia artificial generativa (GAI), con el fin
de orientar su futuro personalizado para el portal web de una universidad. A través de una
metodologia basada en el enfoque de mapeo sistemadtico, propuesto en “Systematic mapping
studies in software engineering” (Petersen ef al., 2008), se ha logrado sintetizar informacién
clave sobre el uso de GAI en chatbots, como respuesta a las preguntas de investigaciéon plan-

teadas. La figura 14 resume los hallazgos principales de este mapeo.

Se descubri6 que las dreas de educacion y salud dominan la investigacién en este campo.
Estos sectores representan aproximadamente el 64,4 % (29 de los 45 estudios relevantes analiza-
dos), con 13 estudios en educacién y 16 en salud. En el &mbito educativo, los chatbots basados
en GAI han demostrado su potencial para personalizar contenidos, ofrecer retroalimentacién
adaptativa y mejorar la experiencia de aprendizaje de los estudiantes. Esto demuestra las opor-
tunidades que GAI puede ofrecer en estos sectores, lo cual es relevante para la universidad en

términos de posibles aplicaciones educativas y de soporte estudiantil.
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Figura 14. Resumen del articulo

En cuanto a los modelos utilizados, se identific6 un dominio de los modelos desarrollados
por OpenAl, como GPT-3.5 y GPT-4, que dominan la investigaciéon debido a su versatilidad y
rendimiento en diferentes tareas (siendo mencionados en el 79 % de los estudios que especifi-
can el LLM utilizado). Analizando su presencia sobre el total de 45 estudios relevantes, GPT-4
fue mencionado en el 31,1 %; GPT-3.5 en el 26,7 %; y un 33,3 % se refirié6 a ChatGPT/GPT de
forma no especificada. Sin embargo, mas alla de la prominencia de GPT, el anélisis permiti6
agrupar otros modelos en familias tecnolégicas para evaluar su nivel de influencia en la inves-
tigacion. La familia LLaMA emerge como la alternativa mds influyente, con presencia en 13,3 %
de los estudios. Le siguen las familias PaLM y T5, ambas con un 6,7 % de representacién, con-

solidadas como opciones secundarias relevantes.

También, se mencionan las familias Claude, LLaVa y Stanford Alpaca, cada una citada en
el 4,4 % de los estudios, lo que indica su adopcién en nichos mds especificos, mientras que fa-

milias como MPT-7B y Mistral fueron identificadas en un 2,2 % cada una. Adicionalmente, se
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observé una notable diversidad de otros 17 modelos y chatbots (tabla 8), como Gemini, Bard y
Falcon 7B, que, aunque con menor frecuencia, fueron mencionados en el 26,7 % de los estudios,
evidenciando un ecosistema tecnolégico amplio y en constante expansion. Esta variedad, espe-
cialmente con modelos especializados como Med-PaLM o LLaVA-Med, subraya que la eleccién
del LLM debe estar alineada con las necesidades especificas del proyecto. En este caso, una uni-
versidad podria considerar recurrir a un LLM flexible y robusto como GPT-4 para su chatbot,

pero también explorar modelos especializados en dominios educativos.

En el uso de chatbots con GAI, se encontraron varios retos clave. El problema de generacién
de respuestas inexactas, o “alucinaciones”, o es el obstaculo reportado con mayor frecuencia, con
el 62,2 % de los estudios analizados. La necesidad de supervisién humana es crucial, para co-
rregir errores y mitigar sesgos en los datos de entrenamiento, y es mencionada en el 26,7 % de
los estudios, mientras que los sesgos inherentes a los datos de entrenamiento fueron identifica-
dos como una limitacién en el 46,7 %, lo que evidencia que los LLM atin no pueden operar de

manera auténoma.

Otros desafios importantes incluyen los altos costos computacionales y monetarios, sefiala-
dos en el 22,2 % de los estudios, y la falta de explicabilidad de los modelos (su naturaleza de
“caja negra”), un problema resaltado en el 11,1 % lo que afecta la confianza en sus respuestas.
Por tanto, estos desafios deben ser considerados cuidadosamente en el desarrollo de un chat-
bot para el portal web de una universidad; en particular, garantizar tanto que sea un modelo

eficiente en términos de costos, como su supervisiéon adecuada.

Este trabajo ha proporcionado una visién clara de las dreas més investigadas, los LLM maés
utilizados y los principales desafios asociados con los chatbots basados en GAI en los tltimos
afos. Los resultados proporcionados son fundamentales para guiar la seleccién de tecnologias
y estrategias que garanticen el éxito en la implementacién de un chatbot educativo, lo cual
constituye un aprovechamiento de las oportunidades actuales y anticiparse a posibles dificul-
tades.
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