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ABSTRACT

We consider the problem of bacterial quorum
sensing emulate on small mobile robots. Robots
that reflect the behavior of bacteria are designed
as mobile wireless camera nodes. They are able
to structure a dynamic wireless sensor network.
Emulated behavior corresponds to a simplification
of bacterial quorum sensing, where the action of
a network node is conditioned by the population
density of robots (nodes) in a given area. The po-
pulation density reading is done visually using a
camera. The robot makes an estimate of the popu-
lation density of the images, and acts according to
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this information. The operation of the camera is
done with a custom firmware, reducing the com-
plexity of the node without loss of performance.
It was noted the route planning and the collective
behavior of robots without the use of any other
external or local communication. Neither was it
necessary to develop a model system, precise state
estimation or state feedback.

RESUMEN

Se considera el problema de la emulacion del quo-
rum sensing bacterial sobre pequefios robots mo-
viles. Los robots que reflejan el comportamiento



de las bacterias se han disefiado como nodos mo-
viles inalambricos con camaras. Ellos son capa-
ces de estructurar una red dinamica inaldmbrica
de sensores. El comportamiento emulado corres-
ponde a una simplificacion del quorum sensing
bacterial, en donde la accidén de un nodo de la red
es condicionada por la densidad poblacional de
robots (nodos) en un area dada. La lectura de la
densidad poblacional se hace visualmente utili-
zando una camara. El robot realiza una estimacion
de la densidad poblacional a partir de las image-

1. INTRODUCTION

The incorporation of visual sensors in mobile ro-
botic systems is one of the most important succes-
ses [1]. A vision system gives to the autonomous
robots the ability to locate and recognize objects
at distance, which simplifies navigation and inte-
raction in dynamic y/or unknown environments.

However, extracting relevant information from
the video stream is a very complex process, requi-
ring a significant amount of computing power [2].
In addition, an error in the information processed
produce incorrect operation of the robot, which
can be very dangerous for humans to interact with
1t.

Today, most mobile robots on the market are phy-
sically large and expensive, which makes them
unsuitable for many research projects in robotics.
Many are developed without considering the final
application, without taking into account that many
tasks can be solved with very simple structures

[3].

The smart camera networks have recently received
much attention, partly due to the wide availability
of low cost sensors, and another largely because of
its ability to simplify and improve existing appli-
cations already popular in wireless sensor networ-
ks [4]. Applications that have shown great interest
in these new sensors include environmental mo-
nitoring, tracking and surveillance (malls, offices,
parks, etc.).

con-ciencias

nes, y actia de acuerdo con esta informacion. La
operacion de la camara es realizada por medio de
un firmware personalizado, lo que permite reducir
la complejidad del nodo sin pérdida de desempe-
fo. Se observo la planificacion de ruta y el com-
portamiento colectivo de los robots sin el uso de
ningun otro tipo de comunicacion, externa o local.
Tampoco fue necesario desarrollar un modelo del
sistema, una estimacion precisa de estados o reali-
mentacion alguna de estados.

Some mobile robotic systems are remotely con-
trolled, and their vision system only acquires a
video stream, which is sent to a central server [5],
[6]. This design scheme is not suitable for appli-
cations where cost and location of the system are
critical. The Visual Sensor Networks (VSNs), and
more, networks in which nodes are replaced by
small mobile robots, need a structure with suffi-
cient capacity for local processing (on-board), so
as to minimize the amount of information to be
transmitted, to optimize the bandwidth and reduce
interference in the environment.

Based on these ideas, we seek to develop a robo-
tic platform as simple as possible, allowing us to
explore the problem of collective agent navigation
in unknown environments, based on visual land-
marks. Possible applications such as patrol and
coverage allowed us to consider its design from
the point of view of a wireless sensor network.
Implementation of the model of behavior based
on bacterial quorum sensing seeks to propose a
new design strategy in which, for the specific case
of navigation is not necessary to develop a sys-
tem model and state feedback, instead of this, the
navigation is performed according to landmarks,
which may correspond to the same agents in the
case of collective navigation.

The contribution of the research presented here is
focused on the benefits of the prototype developed.
Firstly, we devised a design methodology for the
development of the camera node focused on the
final application of the prototype. In this way, we
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achieve a compact and minimalist design suitable
for laboratory research. Secondly, to complement
our design methodology, we always consider the
total cost of the platform, achieving a system quite
economical. With regard to bacterial quorum sen-
sing emulation, the ability to observe the collec-
tive behavior of artificial agents allows hardware
designers to establish new design criteria; here the
specific case of route planning for a group of ro-
bots in a given environment without the use of lo-
cal or external communication. The remainder of
this paper is organized as follows. Section 2 pre-
sents the problem formulation. Section 3 introdu-
ces approach to system-level design of the camera
node according to its use for research in mobile
robotics and VSNs. In Section 4, we present the
details of construction of the prototype. Section 5
we present a brief feature comparison with other
cameras node reported in the literature. Section
6 describes the algorithm used in the emulation
of quorum sensing-based behavior in the agent,
as well as observations of the implementation in
the laboratory. Finally, Section 7 summarizes the
main findings of our work.

2. PROBLEM FORMULATION

Let W < R2 be the closure of an open set in the
plane that has a connected open interior with obs-
tacles that represent inaccessible regions [7]. Let
E < W be the free space, which is the open subset
of W with the obstacles removed. Let " be a set of
boundary marks, each of which is an open linear
subset of E. These marks are line segments with
both end points on the boundary of E. For exam-
ple, in Fig. 1 the marks are labeled I' = {a, b, ¢, d}.

d c

Fig. 1. Three agents moving in the environment.

The collection of obstacles (gray areas inside and
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outer boundary) and marks allows a decomposi-
tion of E into connected regions. The environment
is decomposed into a set R of regions:

R ={n,n,nnrn} (1)
These regions are places of interest that can co-
rrespond, for instance, to activity levels of bac-
teria, where each level corresponds to a specific
activity to be developed by the bacteria, either go
and colonize the area, move to a new area or stay
inactive. For example, the marks in Fig. 2 divide
E into five two-dimensional regions.

d! e b a’l
@@ W _ & ®
d c b a

Fig. 2. Region graph.

There will be a number n, unknown but finite, of
agents moving inside the environment. The trajec-
tory of a single agent is represented by:

%:[0,¢,] - E (2)
[O,tf] represents a time interval and tf is the final
time.

D = {-1, 1} is the set of mark directions. Thereby,
the model depicted in Fig. 1 is obtained by a ma-

pping:

hE—-Y 3)
In which Y =T x D. This will define the only two
possible pat hs of the agent. For each ael,a
denotes the forward direction and o' denotes the
backward direction. In the example in Fig. 1, right
to left represent the forward direction and left to
right represent the backward direction. A possible
observation string (crossing sequence) is [1 = abb
! where we indicate that the agent moves from T
to r,, then fromr, to r5, and then returns to r,. This
way we can detail the ways of the agents in the
environment.

We define the Region Graph G as follows. Every
vertex in G corresponds to a region in E. A direc-
ted edge is made from r; € R to rj € Rifand



only if an agent can cross a single mark to go from
r; to r,. The corresponding mark label a is placed
on the edge. We also create an edge from rj € R
to i € R with the mark label a™! for the opposite
direction. The corresponding region graph for Fig.
1 is presented in Fig. 2.

The initial study problem can be formulated as fo-
llows: Given the region graph G induced by marks
and obstacles, and the observation string , shows
the navigation of a group of agents without direct
communication between them using visual infor-
mation from agents and activating the action ac-
cording the behavior of agents.

In the previous problem, we assume a model of
bacterial quorum sensing in which a bacterium is
a pair of the form [8].

V=(fP)

Where, f is a nonnegative integer (f € Z) that in-
dicate the amount of neighboring bacteria, and P
is a point in g-dimensional space (P € RY).
For the particular case of the hardware prototype
developed in this research, f take values 0, 1 and
2 (three agents, three robots interacting) for each
bacterium over time, and P is a point in two-di-
mensional plane (q=2,=>P e R2=P= @) Py)

(4)

3. METHODOLOGY

The flowchart of Fig. 3 conceptualizes our pro-
posed methodology design of visual sensor node
according to its use in research. This is an inverse
design problem, where the outputs, i.e. the final
performance are known but its inputs, i.e., opera-
ting parameters, are unknown.

Mobile

mini-robots
research

Visual Sensor
Networks
Research

System
Specifications

Performance
characteristics

Functional
characteristics

Evaluation of
system cost
Design according to
specifications

Fig. 3. Visual sensor node flowchart of application-oriented
design
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The first step is to generate a comprehensive set of

system specifications based on the two approaches
proposed for use: mobile mini-robots research and
VSN research. These specifications are based on
hardware characteristics of existing mini-robots in
the lab, and functionality to be achieved in both
the fixed sensor networks, as in dynamic networks
created with the robots.

The functional characteristics refer to the network
topology (included features of the environment in
which the robots move), type of sensors used in
each node, processing (local and distributed pro-
cessing) and communication capacity, and energy
resources. The latter two are of great importance
given the autonomy and low cost that we want in
the system. The performance characteristics are
concerned with network robustness, accuracy,
response rate, and autonomy. The solution is not
necessarily a single point in the space of possi-
ble designs, in fact there are multiple solutions
that meet the design criteria. The final choice was
made considering both simplicity of design and
component availability.

The design according to specifications made by
the previous tuning process has the following key
features:

*  As usual in the design of these camera nodes
(Table 1), the system has three basic elements:
image sensor, embedded processor and wire-
less communication.

e To optimize the bandwidth of the wireless
communication unit, is performed local pro-
cessing of images to extract from them rele-
vant information.

*  The network is a distributed system, so it is
also contemplated the possibility of distribu-
ted processing, which reduces the processor
requirement, and therefore energy (planned
research).

The configuration of the visual sensor node is
shown in Fig. 4. In search of a processing unit
with high performance, low cost and flexibility,
we conclude that the most appropriate device for
the node prototype was a CPLD (Complex Pro-
grammable Logic Device), the Altera MAX II
EPMS570T100C5N. The CPLD exceeds the small
microcontrollers in performance and big ones in
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flexibility, because the firmware allows to run
parallel algorithms in hardware faster than a se-
quential operating system, often at a lower cost,
and even without considering its high speed clock.
The CPLD controls the optical sensor, tempora-
rily stores the images in SDRAM (Synchronous
Dynamic Random Access Memory) memory, and
transmits/receives data via the wireless transcei-
ver. It can set the parameters of the imager, ins-
tructs the imager to capture a frame and run sim-
ple local computation on the image to produce an
inference (background subtraction and frame di-
fferentiation).

Antenna User
433 MHz _ Osc interface
i |50 MHz
- Add
LA PN A o
oo N —|cpD]| B ~| SDRAM |
s |c‘ ar 45 20F
2 Data Control
Camera
sensor
TCM8240

Fig. 4. Visual sensor node hardware architecture.

As optical sensor, we chose a high quality imager
with moderate clock speed requirements and low
power consumption in its sleep state. It is a 1.3
Mega-pixels resolution C2MOS camera modu-
le (TCM8240MD) from Toshiba. The sensor has
1/3.3 inch of optical format. Its clock frequency
can be set to anywhere from 6 to 20 MHz. We set
the imager clock to 6 MHz to provide the CPLD
(which operates at 50 MHz clock), enough time
to grab an image pixel and copy it into the me-
mory. The image sensor has SXGA resolution
(1280%1024). The camera configuration is done
by I2C. For convenience, the system has added an
12C port to configure the camera directly from an
external system. The image processing unit is ca-
pable of generating two formats: 4:2:2 YUV and
5:6:5 RGB as multiplexed 8 bit parallel output.
The visual sensor node only supports RGB color.

The visual sensor node uses external SDRAM to
provide the necessary memory for image storage
and manipulation. The external memory provides
us on-demand access to memory resources at the
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capture and computation time. According to the
capacity of the selected sensor, we need a mini-
mum storage space of 2 x 1280x 1024 =2°621.440
Bytes per frame (SXGA - Super eXtended Gra-
phics Array in 5:6:5 RGB format). We selected the
Micron SDRAM MT48LCEMSA2TG memory of
64 MB (8 MB x 8), meeting the requirements of
cost and performance.

As wireless communication module we use a
low power, low cost, ISM Band FSK transceiver
(RF12B) from Hope RF. We designed a card for
this module with an antenna on-chip to work in
the band of 433 MHz. This module communicates
directly with the CPLD through SPI compatible
serial control interface. Its integrated digital data
processing features (data filtering, clock recovery,
data pattern recognition, integrated FIFO and TX
data register) reduces the processing load on the
CPLD, and is capable of transmitting up to 115.2
kbps in digital mode. The emulation does not use
this module.

4. CAMERA NODE PROTOTYPE

The prototype is implemented on a printed double
layer board of 4,7cm x 3,6 cm. On this card are the
CPLD, the optical sensor and SDRAM. This has
four connectors: power, 12C, SDRAM data bus
and a connector for access to CPLD via JTAG.
Fig. 5 shows the transceiver board. The on-chip
antenna has a length of 165 mm, designed to work
in the 433 MHz band. This card is designed to
work with platforms of 3.3 V, as is the case of our
node, or on platforms 5 V, as in the case of mid-
range microcontrollers. Fig. 6 shows the differen-
tial robotic platform.

Fig. 5. ISM transceiver and board with antenna

5. FEATURE COMPARISON



All platforms were selected as background and
starting point for our prototype design have two
basic characteristics: capacity for local processing
and transmission of processed information. This
implies major restrictions with regard to the pro-
cessing unit, optical sensor, storage and wireless
communication features that are then used for this
comparison. For us, one of the most important was
the selection of the digital processor, as this has
serious implications for the performance of the
prototype and power consumption. Something si-
milar happened to the external memory required.

Table 1 shows a quick comparison of these key

Table 1. Comparison of visual sensor platforms.
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features. This table shows a general trend as the
use of 32-bit microcontrollers as main processing
unit of the nodes, even on platforms with very dis-
crete graphics resolutions. Another widely obser-
ved feature is the use of an embedded operating
system for processing images. Our prototype is
quite different from these standards, because it im-
plements a parallel hardware through its firmware
to increase system performance, which also redu-
ces energy consumption and its final cost.

Platform MCU Memory Radio Resolution Encoding OS/Software

Cyclops [9] | ATmegal29L (8 biy [ 312 KB Flast. 64 CClﬁggS&“ 3s2xa8g | 1O0R L VEOCE | riny 0s
Me ?&E Y e | ATOISAMTS (32 bit) [ 226 5B Flast. 64 cczéggszso 640x4g0 | Obit greyseale, 24 |, og
Panoptes [11] | StrongARM (32 bit) 64 MB Flash IEEE 802.11 | 640x480 32 bit RGB Linux
Meerkats [12] | PXA255 32bi) | 32, B FIash. | 1ppg 502,11 | 640x480 32 bit RGB Linux
Fre | Lec2ios 2biy | 128 B 04 om0 | 35228 Soit. RCB, 8bIt | Nano-RK
Mi C["ﬁéE ye[F PSLICGVZVigﬁ)AT“OK 1 MB SRAM Lzlgl(ﬁgﬁﬁgs’* 320x240 422 YUV No 0S (C)
CITRIC[15] | PXA270 (32biy | ' MB Fash: 64 Cczéggszso 1280x1024 8bit Linux
ViSiO[nl 6]M°Sh 9261 ARM 9 (32 biry [ 28 MB Flash. 64 Cczéggszw 640x480 Linux
Ca;;‘g;% Node | EPMSTOT100CSN |64 MB SDRAM RFII?;’;SI’” 1280x1024 | 16bit 5:6:5 RGB | NO ggrgirm-

6. RESULTS in [8] as virulent and non-virulent. Each type of

We use the camera and the CPLD in the agent to
process information from the environment. The
initial goal was to achieve collective image-based
navigation but with local processing of informa-
tion. In addition, we were looking the least pos-
sible environmental interference, especially when
thinking about human interaction (in real applica-
tions, many people feel uncomfortable and viola-
ted by the presence of camera). For this reason we
decided not to transmit information, and take the
minimum information necessary for the captured
images.

Among the agents we define two types: leader and
follower, similar to the types of bacteria identified

agent has a specific behavior:

*  The leader moves forward only when there is
a large population of agents in the same re-
gion r; (in our emulation, when there are two
followers in the same region of the leader).
There is only one leader in the group.

*  Other agents, the type follower, move forward
if the leader is in another region I

The leader’s behavior can be assimilated to that

of the virulent bacteria, which are at rest when the

bacterial population is below the threshold of po-
pulation density h, and becomes virulent when the
population exceeds this threshold [8]. On the other
hand, the behavior of the followers can be assimi-
lated to that of bacteria in reproduction, which in
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our case moving forward when the neighborhood
threshold p is very low due the lack of the leader.

The values of these two variables are determined
autonomously by the agents from the images cap-
tured by cameras. Images are captured in RGB
5:6:5 format as a string of 16 bits. The three ma-
trices are processed individually to determine how
many zones of red, blue and white are in the pic-
ture.

The decision is taken from the map that each agent
has both the environment and other agents. To fa-
cilitate recognition, the three agents were built in
different colors: the leader is white, a follower is
red and the other one is blue. In addition, we were
looking that these colors are not significantly was
present in the environment, except for marks used
to delimit the regions. This makes it easy to ex-
tract information from the presence of agents of
the image, which can be made locally by each
agent.

Since agents have no prior knowledge of the to-
pology of the environment, navigation is done
by identifying the regions using color marks on
the floor. Any other obstacle is read by the agent
through a touch sensor, which tells the agent that
must move in a different direction. The random
search and the color marks enable the agent to na-
vigate the environment.

In our implementation in laboratory, we program
the white agent as the leader, and the two others
as followers. In the experiment shown in Fig. 6,
we locate the follower agents in the region r,, and
leader agent in the region r,. Blue and red agents
responded to the position of leader, and moved to
the region r,. Shortly after, the white agent respon-
ded and moved to the region r;.

This experiment is scalable, with more leaders and
followers, making it possible to have different pa-
ths, allowing different types of applications.

Fig. 6. Some snapshots of the experiment: (a) The agent with the camera is waiting in a region ahead of the other agents; (b)
the blue agent moves to the new region; (c) the red agent moves to the new region;(d) the white agent detects the other
agents and it moves to the next region.
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7. CONCLUSIONS

In this paper, we have presented a novel visual
sensor node for robotics and VSNs research. We
formulate a special design methodology for the
particularity of the future research, and this was
used to derive the design of the prototype. The
visual sensor node was design for VSNs research
project in dynamic environments, so its versatili-
ty, size, weight and cost are considered important
final design criteria. To show the minimalist featu-
res of the proposed design, we make a comparison
of the main hardware features with other designs
reported in research. The visual sensor node also
provides an excellent platform for bio-inspired ro-
botics research, especially in active vision evolu-
tion and distributed processing systems.

Using this platform with a total of three agents, it
was possible to demonstrate the feasibility of con-

con-ciencias

ducting collective navigation of agents in an unk-
nown environment using only visual information
embedded in the agent, and without performing
complex image processing or local or external
communication of the agents. Agents with simple
structure, and without precise knowledge of the
system model, and without performing state fee-
dback, just using touch sensors and basic proces-
sing of visual information, may reflect complex
biological behavior, as is the case of collective
navigation.

The next step in this research is to develop a sim-
ple language of routes based on landmarks for
navigation, so the agents can carry out specific
tasks in the environment. For example, using color
marks on the floor and walls, and in a complex en-
vironment, to achieve the classification of agents
in different regions of the environment.

REFERENCES

[1] G. N. Desouza and A.C. Kak, “Vision for
Mobile Robot Navigation: A Survey”,
IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 24 , Issue
2, pp. 237-267, 2002.

[2] M. Dominguez-Morales, P. Iiigo, J.L.
Font, D. Cascado, G. Jimenez, F. Diaz,
J.L. Sevillano and A. Linares-Barranco,
“Frames-to-AER Efficiency Study based
on CPUs Performance Counters”, 2010
International Symposium on Performance
Evaluation of Computer and Telecommu-
nication Systems SPECTS, pp. 141-148,
2019.

[3] J. C. Czarnowski, “Minimalist Hardware
Architectures for Agent Tracking and
Guidance”, M.S. Thesis in Electrical &
Computer Eng., University of Illinois at
Urbana-Champaign, 2011.

[4] L. Yonghe and S.K. Das, “Information-
Intensive Wireless Sensor Networks: Po-
tential and Challenges”, IEEE Communi-
cations Magazine, vol. 44, Issue 11, pp.
142-147, 2006.

[5] S. Goto, T. Naka, Y. Matsuda and N.

Modelo para caracterizar las evaluaciones administrativas de posgrados
Jaime Antonio Benitez Forero / Isabel Escobar Elizalde / Helver Ricardo Tocasuche Gonzilez

Egashira, “Teleoperation System of Ro-
bot arms combined with remote control
and visual servo control”, Proceedings of
SICE Annual Conference 2010, pp. 1975-
1981, 2010.

[6] M. Perrier, “The Visual Servoing Sys-
tem CYCLOPE Designed for Dynamic
Stabilisation of AUV and ROV”, Europe
Oceans 2005, Vol. 1, pp. 334-338, 2005.

[7] S. M. LaValle, Planning Algorithms,
Cambridge University Press, U.K., ISBN
978-0521862059, pp. 24-76, 2006.

[8] F. H. Martinez, J.A. Delgado, “Hardware
Emulation of Bacterial Quorum Sensing”,
Proceedings of the 6th International Con-
ference on Advanced Intelligent Com-
puting Theories and Applications ICIC
2010, Lecture Notes in Computer Science,
Springer-Verlag, vol. 6215/2010, pp. 329-
336, 2010.

[9] M. Rahimi, R. Baer, O.1I. Iroezi, J.C. Gar-
cia, J. Warrior, D. Estrin and M. Srivasta-
ba, “Cyclops: In Situ Image Sensing and
Interpretation in Wireless Sensor Networ-
ks”, Proceedings of the 3rd internatio-

17



18

con-ciencias

[12]

nal conference on Embedded networked
sensor systems SenSys’05, pp. 192-204,
2005.

S. Hengstler, D. Prashanth, S. Fong and H.
Aghajan, “MeshEye: A Hybrid-Resolu-
tion Smart Camera Mote for Applications
in Distributed Intelligent Surveillance”,
oth International Symposium on Informa-
tion Processing in Sensor Networks IPSN
2007, pp- 360-369, 2007.

W. C. Feng, E. Kaiser, W.C. Feng and
M.L. Baillif, “Panoptes: Scalable Low-
Power Video Sensor Networking Techno-
logies”, Proceedings of the eleventh ACM
international conference on Multimedia
MULTIMEDIA "03, 2003.

J. Boice, X. Lu, C. Margi, G. Stanek, G.
Zhang and K. Obraczka, “Meerkats: A
Power-Aware, Self-Managing Wireless
Camera Network for Wide Area Monito-
ring”, Distributed Smart Cameras Works-
hop - SenSys06, 2006.

A. Rowe, D. Goel and R. Rajkumar, “Fi-
reFly Mosaic: A Vision-Enabled Wireless
Sensor Networking System”. 28th IEEE

Revista Tecnura | Volumen 16| Numero 31| Enero - Marzo de 2012

[14]

[15]

International Real-Time Systems Sympo-
sium RTSS 2007, pp. 459-468, 2007.

A. Kerhet, F. Leonardi, A. Boni, P. Lom-
bardo, M. Magno and L. Benini, “Distri-
buted video surveillance using hardware-
friendly sparse large margin classifiers”,
1IEEE Conference on Advanced Video and
Signal Based Surveillance AVSS 2007, pp.
87-92, 2007.

P. Chen, P. Ahammad, C. Boyer, S.L
Huang, L. Leon, E. Lobaton, M. Mein-
gast, O. Songhwai, S. Wang, Y. Posu, A.Y.
Yang, C. Yeo, L.C. Chang, J.D. Tygar and
S.S Sastry, “CITRIC: A Low-Bandwidth
Wireless Camera Network Platform”. Se-
cond ACM/IEEE International Conferen-
ce on Distributed Smart Cameras ICDSC
2008, pp. 1-10, 2008.

M. Zhang and W. Cai, “Vision Mesh: A
Novel Video Sensor Networks Platform
for Water Conservancy Engineering”.
2010 3rd IEEE International Conference
on Computer Science and Information Te-
chnology (ICCSIT), vol. 4, pp. 106-109,
2010.



