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Chatbots educativos y ética conversacional

Educational Chatbots and Conversational Ethics
Chatbots Educacionais e Etica Conversacional

Hector Ariel Feruglio Ortiz!

Resumen

Este articulo analiza la incidencia de la Inteligencia Artificial (IA) conversacional en la
educacion superior, en un contexto donde los sistemas generativos modifican las practicas
sociales y pedagogicas. Se plantea como problema central la redefinicion de los vinculos
entre humanos y méaquinas y sus implicancias éticas y formativas. La investigacion adopta
un enfoque tedrico-conceptual e interdisciplinario, integrando aportes de la filosofia de la
técnica, los estudios de la comunicacion y la pedagogia critica. Se realizd un analisis de
marcos tedricos y experiencias documentadas para problematizar la interaccion pedagogica
mediada por sistemas conversacionales. Se observa una transformacion en los modelos de
interaccion educativa, marcada por relaciones parasociales unilaterales, atribucion de
agencia a sistemas no humanos y nuevas formas de mediacion tecnoldgica. Se propone la
figura del cyborg educador y se introduce la nocion de ética conversacional para orientar
practicas mas responsables. Se concluye que una pedagogia politica, inclusiva y
contextualizada resulta clave para promover acoplamientos virtuosos entre humanos y
maquinas.
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Abstract

This article examines the impact of conversational artificial intelligence in higher
education, within a context where generative systems are reshaping social and pedagogical
practices. The central problem addressed is the redefinition of human-machine relations
and their ethical and educational implications. This research adopts a theoretical-
conceptual and interdisciplinary approach, integrating contributions from the philosophy
of technology, communication studies, and critical pedagogy. A review of theoretical
frameworks and documented experiences was conducted in order to problematize
pedagogical interactions mediated by conversational systems. The findings reveal
significant transformations in educational interaction models, including the emergence of
unilateral parasocial relations, the attribution of agency to non-human systems, and new
forms of technological mediation. The figure of the educator-cyborg is proposed, along
with the notion of conversational ethics to guide more responsible practices. It is concluded
that an inclusive and context-sensitive political pedagogy is essential to foster virtuous
couplings between humans and machines.

Keywords: artificial intelligence, education, communication, technology, ethics, learning
Resumo

Este artigo analisa o impacto da inteligéncia artificial conversacional no ensino superior,
em um contexto em que os sistemas generativos reconfiguram as praticas sociais €
pedagogicas. O problema central abordado ¢ a redefini¢do das relagdes entre humanos e
maquinas e suas implicagdes €ticas e educativas. A pesquisa adota uma abordagem tedrico-
conceitual e interdisciplinar, integrando contribui¢des da filosofia da técnica, dos estudos
da comunica¢do e da pedagogia critica. Foi realizada uma revisdo de marcos tedricos e
experiéncias documentadas para problematizar a interacdo pedagdgica mediada por
sistemas conversacionais. Os resultados revelam transformacdes significativas nos
modelos de intera¢ao educativa, incluindo o surgimento de relagdes parasociais unilaterais,
a atribui¢do de agéncia a sistemas nao humanos e novas formas de mediacao tecnologica.
Propde-se a figura do educador-ciborgue, juntamente com a nogao de ética conversacional
para orientar praticas mais responsaveis. Concluise que uma pedagogia politica, inclusiva
e sensivel ao contexto, € essencial para promover acoplamentos virtuosos entre humanos e

maquinas.
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Introduccion

Este articulo ofrece una revision critica y multidisciplinaria sobre la evolucion historica,
filosofica, técnica y educativa de la inteligencia artificial conversacional, centrandose en
los agentes conversacionales como una interfaz clave entre humanos y maquinas. Se parte
de la premisa de que los asistentes conversacionales, lejos de ser simples herramientas
automatizadas, representan operadores técnicos con capacidad de modificar Ilas
condiciones de subjetivacion, las practicas pedagdgicas y las mediaciones
comunicacionales en el ambito educativo. El propdsito central consiste en defender la
necesidad de desarrollar una pedagogia politica y una ética conversacional que permita
orientar el disefio, implementacion y uso de estos sistemas de manera situada, inclusiva y
reflexiva. La importancia del tema radica en el creciente protagonismo de la inteligencia
artificial en los sistemas de educacion superior, asi como en los desafios que plantea su
expansion acelerada para la subjetividad, la agencia humana, la equidad, la autonomia
docente y la calidad de los procesos formativos.

El texto parte de un recorrido que va desde las representaciones miticas y literarias de seres
artificiales hasta el desarrollo contempordneo de sistemas de lenguaje generativo como
ChatGPT, analizando las transformaciones en la relacion humano-maquina, especialmente
en el ambito de la comunicacion, la educacion y la subjetividad. Se emplea una
metodologia de caracter tedrico-conceptual, con enfoque interdisciplinario, que articula
aportes de la filosofia de la técnica, los estudios de comunicacion y la pedagogia critica.
La estrategia analitica se basa en una reconstruccidon historica y conceptual de la
inteligencia artificial conversacional, considerando su evolucion técnica y sus implicancias
éticas y pedagogicas. Balmaceda (2024) recuerda que Descartes atribuy6 al didlogo una
capacidad exclusivamente humana que las maquinas no podian superar (p. 48). Sin
embargo, con el test de Turing se abri6 la posibilidad de trascender esta limitacion mediante
habilidades como el engafio, entendidas por algunas teorias de la mente como indicio de
inteligencia. Este paso de una vision esencialista a una evaluacion funcional del

comportamiento comunicativo marc6 el inicio de una nueva etapa en la relacion entre
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humanos y maquinas, profundizada en el siglo XXI con los sistemas de inteligencia
artificial conversacional.

Conector Se propone una reconstruccion histérica de la evolucion de los agentes
conversacionales, desde ELIZA (Weizenbaum, 1966) hasta sistemas contemporaneos
como ChatGPT (OpenAl), ZaMDA (Google) o Bard. Se identifican tres momentos clave
en la evolucion del procesamiento del lenguaje natural (PLN): el enfoque simbolico de
reglas programadas, el enfoque estadistico basado en probabilidades y el enfoque neuronal,
fundado en redes de aprendizaje profundo. Los modelos de lenguaje de gran tamafo
(LLM), introducidos en 2018, marcan un punto de inflexion en la capacidad de los sistemas
para generar respuestas contextualmente relevantes, con un alto grado de autonomia. En
este proceso historico se recuperan hitos como ELIZA, Parry, Jabberwacky y CleverBot,
que anticiparon fendmenos actuales como la tendencia humana a antropomorfizar sistemas
tecnologicos que simulan empatia o comprension, un fendmeno que refuerza que la
percepcion humana sobre la inteligencia artificial estd fuertemente mediada por la
apariencia lingiliistica de comprension, aunque el sistema no tenga “conciencia” ni
intencionalidad.

La estructura del articulo se organiza en cinco apartados: primero, se reconstruye el marco
teorico y la genealogia de los agentes conversacionales; segundo, se problematizan los
desafios éticos y comunicacionales de la IA en educacion; tercero, se introduce el concepto
del educador cyborg como figura critica; cuarto, se propone el marco de la ética

conversacional; y finalmente, se presentan las conclusiones generales del trabajo.

Tesis y argumentos

La tesis central de este trabajo sostiene que la inteligencia artificial conversacional
representa un cambio de paradigma en la comunicacion humano-maquina y en la
educacion, al abrir posibilidades pedagogicas que requieren un marco €tico y critico. Su
evolucion, desde los primeros programas simbolicos como ELIZA hasta los modelos
neuronales actuales, evidencia un salto técnico hacia sistemas mdas adaptativos y
coherentes.

Sin embargo, estos avances conviven con limites estructurales —sesgos, problemas de

privacidad y restricciones en la comprension contextual— que exigen regulacion y analisis
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critico. A ello se suma el efecto ELIZA, que muestra como los usuarios proyectan
intencionalidad o empatia en las maquinas, generando el riesgo de sobrestimar sus
capacidades. En el &mbito educativo, los chatbots ofrecen oportunidades para personalizar
y ampliar el aprendizaje, pero solo si se disefian bajo una pedagogia politica que garantice

inclusion, autonomia y justicia social.

Chatbots como interfaz del lenguaje natural

Ciesla (2024) sostiene que comprender la terminologia y la historia de los chatbots es un
requisito para adentrarse en este campo (p. 5). Su trabajo expone los conceptos
fundamentales y los primeros desarrollos de la inteligencia artificial, sefialando que
proyectos iniciales como ELIZA ofrecieron solo una simulacion restringida del lenguaje
humano. En cambio, sistemas mas recientes, como ZaMDA de Google y ChatGPT de
OpenAl (2022-2023), lograron superar estas limitaciones.

Sin embargo, el test de Turing no evalda la inteligencia de las méaquinas, sino su capacidad
de imitar la conversacion humana. Con el paso del tiempo, las limitaciones del enfoque
simbolico se hicieron evidentes: su rigidez, la dependencia de reglas predefinidas y la
escasa capacidad de adaptacion al contexto impedian una interaccion fluida y realista. Estas
carencias impulsaron el desarrollo de nuevos métodos mas flexibles y autonomos. Asi
surgieron, a partir de la década de 1980, los enfoques estadisticos, que introdujeron técnicas
de aprendizaje automatico basadas en el analisis probabilistico de grandes volumenes de
datos lingiiisticos. Esta transicién permitio que los sistemas comenzaran a inferir patrones
del lenguaje en lugar de depender exclusivamente de reglas fijas.

Posteriormente, con el avance del poder computacional y el desarrollo de redes neuronales
profundas, se consolid6 el enfoque neuronal, que hoy domina el campo del procesamiento
del lenguaje natural. Este modelo, inspirado en el funcionamiento del cerebro humano,
permite una mayor comprension del contexto, adaptabilidad semantica y generacion de
respuestas con mayor coherencia, y constituye la base de los modelos de lenguaje de gran
tamano que operan en los chatbots mas avanzados de la actualidad, como ChatGPT. En
comparacion con enfoques mas recientes, el PLN simbdlico es mucho mas lento y depende
en gran medida de la intervencion humana. Un ejemplo destacado de este enfoque fue el

experimento de Georgetown en 1954, que logro traducir automaticamente mas de 60 frases
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del ruso al inglés. Aunque hoy en dia este logro parece modesto, en su momento marcé un
hito.

En la década de 1980, el enfoque simbdlico comenzd a ser desplazado debido a su
dependencia excesiva del trabajo humano. Surgid entonces el PLN estadistico, que utiliza
modelos probabilisticos y algebra lineal para procesar el lenguaje. Este método incorpora
aprendizaje automatico (machine learning) para que los ordenadores puedan adquirir un
mayor grado de autonomia en el aprendizaje de idiomas.

Gracias al aumento de la capacidad computacional, las maquinas comenzaron a analizar
datos de manera mas independiente, asignando probabilidades a las palabras y enfocandose
en patrones recurrentes que emplearan la induccion para procesar grandes volimenes de
datos de manera eficiente. En la actualidad, el enfoque mas avanzado en procesamiento del
lenguaje natural es el PLN neuronal, que utiliza aprendizaje profundo (deep learning) para
procesar informacion en multiples capas. Este método, inspirado en el funcionamiento del
cerebro humano, permite comprender el contexto con mayor precision que los enfoques
simbolicos o estadisticos.

Desde 2023, el PLN neuronal lidera el desarrollo en inteligencia artificial y es la base de
los chatbots modernos, como ChatGPT. Este enfoque permite un alto grado de autonomia
en los sistemas, que requieren poca intervencion humana para operar. Gran parte del PLN
neuronal se ejecuta en centros de datos con procesadores GPU, lo que permite a las
maquinas analizar y procesar enormes conjuntos de datos de manera extremadamente
eficiente. Un modelo lingiiistico es, esencialmente, una representacion probabilistica de las
palabras en un lenguaje. Los algoritmos disefiados para analizar enormes conjuntos de
datos lingiiisticos se conocen como modelos lingiiisticos de gran tamafio.

Ciesla (2024) explica que los modelos de lenguaje extenso, surgidos en 2018, constituyen
la base de chatbots como ChatGPT y se caracterizan por su evaluacion en funcion del
tamafio del modelo, la amplitud de los datos de entrenamiento, el costo del proceso y el
rendimiento obtenido. Estos parametros, representables de manera cuantitativa, se articulan
con la llamada ley de escala neuronal, que establece relaciones proporcionales entre las
variables técnicas y el desempefio alcanzado. Tal formalizacion hace posible comparar,
optimizar y escalar los modelos de manera sistemdatica conforme a sus capacidades (pp. 15-

16).
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A partir de este marco técnico, se hace posible distinguir entre dos grandes categorias de
inteligencia artificial: IA débil e IA fuerte. La primera se orienta a la realizacion de tareas
especificas dentro de un entorno limitado, con escasa adaptabilidad. Por el contrario, la IA
fuerte busca emular el razonamiento humano, lo que implica operar con mayor autonomia,
aprender continuamente y tomar decisiones en contextos nuevos. Estos sistemas, en su
version mas avanzada, serian capaces no solo de analizar datos o generar texto, sino
también de interpretar emociones y actuar en consecuencia, superando con creces las
capacidades acotadas de la IA débil. Con el tiempo, la inteligencia artificial débil, tal como
la entendemos hoy, podria desaparecer al ser completamente integrada por versiones mas
avanzadas. Esto haria que la distincion entre ambas deje de existir. Por ende, una adopcion

generalizada de la [A debe tener en cuenta diversos aspectos éticos y sociales.

El efecto ELIZA vy la ilusion del didlogo

ELIZA fue uno de los primeros chatbots en utilizar un enfoque basico de procesamiento
del lenguaje natural (PLN). Desarrollado por Joseph Weizenbaum a mediados de los afios
60, este programa empleaba un conjunto de reglas lingliisticas simples para simular
conversaciones, especialmente en el contexto de una supuesta psicoterapia rogeriana. Su
funcionamiento se basaba en la repeticion y reformulacion de frases del usuario, sin
comprender verdaderamente su contenido.

A pesar de sus limitaciones técnicas, ELIZA marcé un hito al demostrar que era posible
establecer una interaccion aparentemente coherente entre un humano y una maquina. Este
avance no solo abrid nuevas posibilidades en el campo de la 1A, sino que también genero
interrogantes sobre la tendencia humana a atribuir intencionalidad o empatia a sistemas sin
conciencia.

Ciesla (2024) sostiene que la relevancia de ELIZA supero lo estrictamente técnico, ya que
inaugurd una serie de desarrollos posteriores caracterizados por mayor complejidad
algoritmica y capacidad adaptativa. Su impacto inicial abrid el camino para la evolucion
de chatbots mas sofisticados, como Parry, Jabberwacky o CleverBot, hasta llegar a los

actuales modelos neuronales como ChatGPT. Aunque concebido con fines recreativos y
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como un terapeuta virtual simplificado, ELIZA apenas podia contextualizar informacion,
lo que restringia su utilidad a un nivel bésico (p. 41).

A diferencia de los chatbots actuales, ELIZA no tiene capacidad para evolucionar por si
misma. Utiliza el mismo enfoque conversacional basico en todas sus interacciones,
representando una forma temprana y limitada de inteligencia artificial sin aprendizaje
automatico. Su base de datos no reconoce conceptos culturales como The Beatles o The
Rolling Stones, tratdindolos simplemente como sustantivos. En su tiempo, los chatbots
como ELIZA no contaban con acceso a Internet, que apenas comenzaba a desarrollarse, lo
que limitaba dréasticamente su capacidad de actualizacion, contextualizacion o aprendizaje.
Toda la informacion debia ser incorporada manualmente por programadores, lo que
restringia sus respuestas a un repertorio fijo y estatico. Como resultado, la interaccion con
estos sistemas era predecible y carente de adaptacion a los intereses o referencias culturales
del usuario, evidenciando las restricciones técnicas propias de su época.

Por el contrario, los sistemas modernos aprovechan ampliamente los datos en linea. Las
mejoras en chatbots historicos como ELIZA requerian la intervencion directa de
programadores para actualizar manualmente sus scripts. Pese a sus limitaciones, ELIZA
marc6 un hito en el desarrollo de chatbots y estableci6 una base para los avances posteriores
en inteligencia artificial. Desde una perspectiva comunicacional, no es necesario que una
inteligencia artificial posea emociones genuinas para generar una respuesta empatica; basta
con que simule comprension para que los usuarios tiendan a atribuirle intencionalidad o
afectividad. Este fendmeno, ampliamente explorado en el cine, la literatura y el marketing,
se conoce como el efecto ELIZA. Este efecto ilustra la facilidad con la que los humanos
proyectan rasgos antropomorfos sobre las maquinas, especialmente cuando estas generan
respuestas lingiiisticamente coherentes que aparentan relevancia. Una tendencia puede
inducir percepciones errdéneas y llevar a una sobreestimacion de la inteligencia o
comprension real del sistema.

En el ambito de la inteligencia artificial y la interaccion humano-computadora, Ciesla
(2024) destaca que el denominado efecto ELIZA resalta la necesidad de una mirada critica
sobre el disefio y la evaluacion de los sistemas conversacionales. Advierte que la
simulacion de empatia o conocimiento por parte de un chatbot no implica su posesion real,

y que esta ilusion puede resultar tan convincente como problematica (p. 47).
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En este sentido, se vuelve imprescindible asumir una actitud critica y reflexiva que permita
evitar la sobrevaloracion de sistemas que, si bien operan mediante lenguaje, carecen de
comprension, intencion o conciencia. En 1972 aparecio Parry, un chatbot disefiado para
simular a un paciente paranoico. A diferencia de ELIZA, este sistema gestionaba variables
emocionales como ira, miedo y desconfianza. Por ejemplo, personificaba a un trabajador
postal con temores relacionados con el crimen organizado, ofreciendo respuestas cargadas
de emociones segun las interacciones del usuario.

Mas adelante, en 1988, se cred Jabberwacky, un chatbot orientado a lograr conversaciones
mas “humanas” mediante el aprendizaje a partir de interacciones previas con los usuarios.
Este sistema utilizaba coincidencias de patrones contextuales, lo que le permitia formular
respuestas mas naturales y adaptativas. En 2008, Jabberwacky evoluciono hacia CleverBot,
mejorando sus capacidades conversacionales, aunque aun dependia de patrones
lingtiisticos predefinidos y datos de entrenamiento recopilados durante las conversaciones
con los usuarios.

Este proceso de evolucion técnica se articuldé con una dimension simbdlica: la
antropomorfizacion, entendida como la atribucion de caracteristicas humanas a entidades
no humanas, desempeild un papel central en el disefio y la recepcion de estos sistemas. Este
recurso no solo mejora la experiencia del usuario, sino que también favorece la creacion
de vinculos afectivos con la maquina, transformando la interaccion en algo mas que un
simple intercambio funcional. En este contexto, Parry, desarrollado en la década de 1970,
ha sido considerado el primer chatbot en superar el Test de Turing, ya que su perfil
simulado de paciente paranoico permitia justificar respuestas incoherentes como parte del
trastorno que representaba.

Asimismo, Jabberwacky introdujo elementos como el humor y la improvisacion,
anticipando el aprendizaje en tiempo real. Ciesla (2024) sostiene que, aunque sistemas
como ELIZA, Parry y Jabberwacky son rudimentarios frente a los modelos neuronales
actuales, sus contribuciones fueron decisivas. ELIZA abridé los primeros ensayos de
interaccion humano-maquina, Parry incorpord la simulacion de estados emocionales y
Jabberwacky introdujo elementos de espontaneidad y adaptabilidad, estableciendo asi las

bases de la sofisticacion presente en asistentes como ChatGPT (p. 51).
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La conversacion como frontera de la inteligencia artificial

En la actualidad, los avances en los chatbots basados en inteligencia artificial estan
reorientando las lineas de investigacion y redefiniendo los limites de la comunicacion
humano-maquina (HMC). Tal como senala Balmaceda (2024), esta transformacién se

(13

manifiesta en el hecho de que “...para sorpresa de Descartes, ChatGPT, y hoy sus
numerosas inspiraciones y copias (como LLaMA de Meta, Bard de Google, Claude 2 de
Antropic y GPT-J de EleutherAi) se basan en la conversacion: plataformas cuya interfaz
es la interaccion en tiempo real por texto mediante lenguaje natural” (Balmaceda, 2024, p.
51). Esta afirmacion subraya el caracter conversacional como nucleo técnico y simbdlico
de los nuevos agentes artificiales.

En consecuencia, este tipo de desarrollos tecnoldgicos plantea dilemas éticos relevantes,
especialmente en el marco de la inteligencia artificial generativa, que permite la creacion
de entidades capaces de sostener interacciones aparentemente empaticas, cuyos resultados
son muchas veces impredecibles y oscilan entre el entusiasmo por sus posibilidades
pedagobgicas y el escepticismo frente a sus riesgos sociales y subjetivos. Sin duda, este tipo
de desarrollos tecnologicos abre dilemas éticos que vienen de la mano de la inteligencia
artificial generativa que permite crear entidades con capacidades de interaccidn empatica
con resultados impredecibles que oscilan entre el optimismo y el pesimismo. Guzméan y
Lewis (2020) sugieren que las interacciones con chatbots sociales no encajan en los
paradigmas actuales de la teoria de la comunicacion, que se han centrado en la
comunicaciéon humano-humano.

Sin embargo, los humanos también pueden formar relaciones parasociales unilaterales con
entidades no humanas o con la tecnologia en general. Desde la perspectiva de estos autores
la motivacion para estudiar la comunicacion entre personas y maquinas surge de un cambio
fundamental en el disefio y la funcion de la tecnologia. Las explicaciones del alcance de la
comunicacion humano — maquina incluyen la comunicacidon con interlocutores digitales,
agentes virtuales e inteligencias artificiales, y personas tecnolégicamente aumentadas en
entornos reales o virtuales y aumentados. Definir los limites de la comunicacion humano-
maquina (HMC) implica, en primer lugar, decidir qué tecnologias y aplicaciones deben ser

incluidas dentro de su campo de estudio.
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Tal como advierten Guzman y Lewis (2020), restringir estos limites inicamente a formas
de interaccidon que imiten el comportamiento humano permitiria una delimitacion clara,
pero implicaria descartar otros fendmenos emergentes antes de haber comprendido su
potencial valor comunicativo. Segun los autores, es necesario ampliar el marco analitico
para incluir también aquellas formas de vinculacion donde la reciprocidad, la
intencionalidad o la agencia no estdn claramente definidas, pero donde igualmente se
genera sentido.

En consecuencia, la definicion de “comunicacion” se vuelve una categoria estratégica:
segiin como se conceptualice, se trazan las fronteras de lo que se considera interaccion
significativa con sistemas no humanos. A medida que las tecnologias evolucionan,
comprender lo que ocurre “detras de escena” —en los procesos técnicos, sociomateriales
y semioticos que configuran dichas interacciones— se torna fundamental para teorizar
sobre la HMC (Guzmén & Lewis, 2020, p. 63).

Ahora bien, aunque los sistemas de inteligencia artificial han transformado profundamente
las modalidades de interaccion, los chatbots conversacionales enfrentan ain importantes
limites estructurales. Uno de los més relevantes es su limitada capacidad para comprender
el contexto. Ciesla (2024) senala que modelos como GPT-4 operan con ventanas de
contexto limitadas —por ejemplo, de 32.000 tokens—, lo que restringe su capacidad para
sostener informacion de largo alcance o interpretar referencias implicitas en marcos mas
amplios. A estas limitaciones se suma la dificultad para manejar ambigiiedad semantica,
ironia o emociones implicitas, lo que puede derivar en respuestas gramaticalmente
correctas pero carentes de sentido comun o inadecuadas culturalmente (pp. 53—-54).

Otro aspecto critico son los sesgos en los datos de entrenamiento. Debido a que los LLM
aprenden a partir de grandes corpus extraidos de internet, reproducen estereotipos, errores
y patrones lingiiisticos discriminatorios, A estos desafios se suman los problemas relativos
a la privacidad y la seguridad de los datos. Jain y Ghanavati (2020) destacan que la
arquitectura actual de recoleccion y procesamiento masivo de informacion personal supera
las capacidades de control que ofrecen enfoques tradicionales como la privacidad
diferencial. En este sentido, subrayan la necesidad urgente de establecer marcos normativos
actualizados, capaces de proteger a los usuarios frente al uso indebido o la explotacion

comercial de sus datos sensibles. Frente a este panorama, una revision critica del disefio de
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chatbots educativos se vuelve indispensable. Estos sistemas no deberian ser concebidos
como simples dispositivos automatizados, sino como entornos potenciales de mediacion

pedagobgica.

Potencialidades y desafios de la inteligencia artificial conversacional

Bradley (2025) sostiene que la incorporacion de la inteligencia artificial en la educacion
no puede abordarse unicamente desde lo técnico, sino que exige una transformacion del
pensamiento. Esta advertencia, vinculada con la idea de entropia del pensamiento, resalta
la necesidad de contrarrestar los automatismos mediante practicas formativas orientadas al
cuidado, el deseo y la inteligencia colectiva (p. 3). En una linea complementaria, Crawford
(2023) argumenta que tampoco es suficiente reducir la IA a una definicion técnica basada
en redes neuronales y reconocimiento de patrones estadisticos, ya que su desarrollo
involucra dimensiones materiales, politicas y sociales mas amplias. Por ello, enfatiza la
importancia de interrogar qué se optimiza, para quién y bajo qué criterios de decision (p.
25).

El uso de Inteligencia artificial en la educacion superior abarca procesos de asesoramiento
sobre la base de datos de aprendizaje y asistentes de inteligencia artificial de
acompafiamiento de los estudiantes. En el ambito educativo, los chatbots se utilizan para
proporcionar tutorias, responder preguntas frecuentes y facilitar el aprendizaje interactivo.
Los agentes conversacionales pueden ser chatbots, orientados a la resolucion de tramites,
gestion y solicitudes de los estudiantes, o agentes virtuales, que operan como un asistente
personal inteligente con diversos niveles de autonomia, cooperacion y aprendizaje.
Ithurburu (2023) indica que, segin el consenso y los documentos complementarios de la
UNESCO (2021), los principales desafios de la politica publica en inteligencia artificial
son garantizar la inclusion y la equidad, promover la formacion docente en competencias
digitales para un uso pedagogico de la TA y desarrollar sistemas de datos que fortalezcan
la gestion educativa (p. 94).

En esta linea, Martins (2023) resalta que los chatbots representan un recurso con gran
potencial para mejorar los procesos de ensefianza y aprendizaje, ya que permiten brindar

retroalimentacion y atender a grandes grupos de estudiantes, como en los cursos masivos
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en linea, lo que favorece tanto la satisfaccion del alumnado como su rendimiento
académico. Sin embargo, advierte que todavia no existen estudios exhaustivos que evalien
de manera integral los riesgos y limitaciones de estas herramientas, aunque se reconocen
dificultades en su implementacion (p. 25).

La eficacia de estos sistemas no solo depende de factores individuales del estudiantado,
como su motivacion, nivel de alfabetizacion digital o estrategias de aprendizaje, sino
también de las caracteristicas técnicas del programa, especialmente su disefio, su
arquitectura y el grado de transparencia de sus algoritmos. En este marco, la
personalizacion se plantea como un requisito clave para mejorar la efectividad pedagogica.
Sin embargo, este énfasis en la adaptacion también conlleva riesgos significativos: puede
generar desigualdades entre quienes acceden a sistemas mas sofisticados y quienes
dependen de versiones limitadas, reforzar la dependencia tecnoldgica en detrimento de la
autonomia critica y abrir interrogantes éticos en torno a la privacidad de los datos que
sustentan dicha personalizacion. Por ello, mds que una soluciéon automatica, la
incorporacion de chatbots exige un abordaje critico que pondere sus beneficios formativos
frente a los riesgos de inequidad y control tecnolédgico.

No obstante, el estado actual de la tecnologia no permite implementar plenamente este tipo
de funcionalidades. Otro desafio central en la implementacion de chatbots educativos es
garantizar la privacidad de los datos personales y abordar las implicancias éticas de su uso
en contextos formativos. Cuando la dimension técnica se entrelaza con aspectos
psicologicos y simbolicos, resulta especialmente relevante observar como los usuarios
tienden a antropomorfizar a los agentes conversacionales, atribuyéndoles cualidades
humanas como personalidad, género o incluso intencionalidad comunicativa.

Esta tendencia, si bien puede favorecer la generacion de vinculos de confianza y cercania
que potencien la motivacion y el compromiso en contextos educativos, también entrafia
riesgos importantes: puede inducir percepciones erroneas sobre la capacidad real de la
maquina, fomentar una sobreestimacion de su agencia y diluir la responsabilidad humana
en la toma de decisiones. La antropomorfizacion, entonces, constituye un fendémeno
ambivalente: por un lado, abre oportunidades pedagogicas y comunicacionales al facilitar
la interaccion y la aceptacion de la tecnologia; pero, por otro, exige un abordaje critico para

evitar que la ilusion de comprension empaiie la conciencia de sus limites técnicos, éticos y
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sociales. Ciesla (2024) advierte que esta ilusion puede obstaculizar una evaluacion critica
de la tecnologia, en particular en contextos educativos donde la interaccion con asistentes
virtuales influye en la autopercepcion, la motivacion y la autorregulacion del aprendizaje
(pp. 45-46).

Por ello, no basta con desarrollar chatbots funcionales: es esencial que su disefio esté
fundamentado en teorias pedagogicas sdlidas, que incluyan no solo criterios técnicos de
eficiencia, sino también enfoques politicos y éticos que reconozcan el poder formativo de
las tecnologias y su impacto sobre las subjetividades. En este sentido, se vuelve
fundamental que los agentes conversacionales destinados a contextos educativos no solo
asistan o automaticen tareas, sino que se disefien como herramientas criticas, orientadas a
fomentar la autonomia del estudiantado, el pensamiento reflexivo y la justicia educativa.
Un enfoque de este tipo requiere articular el disefio tecnolégico con una pedagogia politica
que comprenda la educacidon como un proceso de individuacion colectiva, y no

simplemente como transferencia de contenidos.

Perspectiva metodologica que sustenta la reflexion expuesta

La propuesta metodoldgica que articula los apartados Del profesor automatizado al cyborg
educador como pedagogia politica y FEtica conversacional como paradigma de
inteligibilidad para la formacion educativa se inscribe en un enfoque filoso6fico—critico
inspirado en Gilbert Simondon (2008, 2017), complementado con aportes contemporaneos
de Sandrone (2020), Shah (2023) y Ciesla (2024). Este marco entiende la educacion como
un espacio de acoplamiento técnico—subjetivo, donde las tecnologias no son simples

instrumentos, sino actores activos en la constitucion de entornos formativos.

De la docencia mecanizada a la pedagogia ciborg

Simondon (2017) desarrolla un proyecto filoso6fico que concibe la pedagogia politica como
una invitacion a repensar los entornos de aprendizaje en clave de invencidon y resolucion
de problemas. Su propuesta introduce la nocién de transindividuacion y de mentalidad
técnica como principios orientados a superar la histdrica separacion entre cultura y técnica,
situando al educador como mediador de procesos colectivos de creacion. En este marco, el

analisis del paso de las técnicas artesanales a las industriales marca un momento decisivo:

15



Vol. 31 N.°1 de 2026 Preprint

mientras en la primera el artesano reunia las funciones de inventor, constructor y operario,
en la segunda estas se disocian, generando una fragmentacion entre energia e informacion.
La maquina deja de ser un instrumento prolongado por la mano humana para convertirse
en un objeto autdbnomo y autorregulado (pp. 33-34).

Ante esta disociacion, Simondon (2007) propone el disefio de redes multifuncionales
capaces de articular esquemas de accion, formas de conocimiento y valores colectivos, lo
que cristaliza en la allagmatica, entendida como una teoria general de las transformaciones
que estructuran las relaciones entre humanos, entorno y objetos técnicos (p. 137).
Simondon (2017) concibe su proyecto filos6fico como una pedagogia politica orientada a
redisefiar los entornos de aprendizaje con el fin de estimular la invencion y la resolucion
de problemas. En este marco, introduce las nociones de transindividuacién y mentalidad
técnica como claves para superar la separacion historica entre cultura y técnica, y otorga al
educador el rol de mediador en procesos colectivos de creacion. El analisis del transito de
las técnicas artesanales a las industriales sefiala un punto de inflexion: en la primera, el
artesano reunia las funciones de inventor, constructor y operario, mientras que en la
segunda estas se disocian, generando una fractura entre energia e informacion. La maquina
deja asi de funcionar como simple prolongacion de la mano humana para convertirse en un
objeto autdbnomo y autorregulado (pp. 33—34). Frente a esta disociacion, Simondon (2007)
propone la conformacién de redes multifuncionales capaces de integrar esquemas de
accion, formas de conocimiento y valores colectivos, lo que se plasma en la allagmatica,
entendida como una teoria general de las transformaciones que configuran las relaciones
entre seres humanos, entorno y objetos técnicos (p. 137).

La maquina puede entenderse como un ser relacional que no solo ejecuta funciones utiles,
sino que también transforma y administra informacion, estableciendo con los usuarios un
proceso de acoplamiento técnico y subjetivo. Desde esta perspectiva, el vinculo entre
humanos y maquinas no debe pensarse en términos de exterioridad entre humano y
artefacto, sino como un proceso de individuacién en el que ambos co-constituyen nuevas
formas de relacion y sentido. Sandrone (2020) desarrolla la figura del cyborg educador
para comprender la ensefanza mediada por tecnologias como una préctica situada que
incorpora los dispositivos en dindmicas pedagodgicas emancipadoras. Este planteo

trasciende la mera instrumentalizacion técnica y se orienta hacia una mayéutica tecnoldgica
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que posibilita la creacion de sintagmas sociotécnicos, configurando la experiencia
educativa como un espacio de coindividuacion entre sujetos y maquinas. En este marco,
introduce la distincién entre autdmata y cyborg: mientras Babbage en el siglo XIX concebia
el trabajo humano como cooperacion con la maquina, Ure lo reducia a la simple supervision
de un sistema técnico autobnomo (pp. 20-21). Esta tension permite repensar criticamente
las relaciones contemporaneas entre tecnologia, educacion y trabajo.

De acuerdo con este enfoque, la tarea docente se concibe como un ejercicio flexible y
contextual, estructurado por ensamblajes técnico-humanos en los que los dispositivos
actiian como agentes pedagogicos activos y no como elementos neutrales. En esta linea,
Sandrone (2020) subraya que cada docente o comunidad de docentes genera su propio
“cyborg local” al organizar las interacciones entre individuos humanos y técnicos para
producir aprendizajes que dificilmente podrian lograrse de manera separada (p. 29). Esta
propuesta dialoga con la vision de Simondon, pues el educador no solo media el
conocimiento, sino que coordina entornos de acoplamiento virtuoso entre humanos y
tecnologias. Desde esta perspectiva, el principal desafio de las instituciones educativas
consiste en promover una mentalidad técnica que permita acoplar las tecnologias a
intereses y necesidades locales, y desacoplarlas de los esquemas dominados por las grandes
corporaciones (Simondon, 2007; Sandrone, 2020).

Solo asi sera posible disefiar entornos educativos hibridos que favorezcan la participacion,
la critica y creatividad de los estudiantes mediante formas de interaccion con agentes
conversacionales, asistentes inteligentes y plataformas digitales que no se limiten a una
funcion instrumental, sino que expandan las posibilidades de la formacion. En este sentido,
el desarrollo de una ética conversacional con las méquinas supone construir marcos
normativos y simbidticos que reconozcan tanto los derechos y responsabilidades de los
usuarios como el rol activo de los sistemas automatizados en los procesos de aprendizaje.
La nocion de cyborg educador puede enriquecerse con los desarrollos recientes sobre
gemelos digitales, entendidos como réplicas virtuales conectadas a entornos fisicos
mediante sensores e inteligencia artificial. Sermakani et al. (2024) definen el digital twin
como una representacion logica precisa y en constante actualizacién de un producto o
proceso real, utilizada para probar distintos escenarios, anticipar problemas e identificar

oportunidades de optimizacion (p. 2). Trasladada al ambito educativo, esta nocidén
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permitiria concebir un gemelo digital docente capaz de modelar y simular escenarios

pedagbgicos complejos con el fin de prever desafios y optimizar la toma de decisiones.

La ética conversacional como marco para la inteligibilidad de los chatbots

Shah (2023) sostiene que la inteligencia artificial generativa, cuando se utiliza de manera
creativa y pedagogica, tiene el potencial de transformar el rol docente y promover una
educacion centrada en el estudiante. En lugar de rechazar estas herramientas, plantea que
deben integrarse criticamente en los procesos de ensefianza, ya que, si se aplican de forma
reflexiva, pueden ayudar a docentes y administradores a preparar mejor a sus estudiantes
para afrontar los desafios futuros (p. XV).

Esta perspectiva refuerza la idea planteada en el articulo sobre la necesidad de una
pedagogia politica que no solo tolere la IA, sino que la reinscriba en marcos educativos
reflexivos y colaborativos. Por ejemplo, interactuar con un chatbot como Jabberwacky
permite abordar diversas dimensiones del vinculo entre humanos y tecnologias. En primer
lugar, resalta la importancia del lenguaje y la comunicacion, al ofrecer un espacio para
explorar los matices de las conversaciones, el papel del contexto y los desafios inherentes
a la transmision efectiva de significados. Ademas, los sistemas de inteligencia artificial
conversacional pueden reflejar e incluso amplificar los sesgos, estereotipos y patrones de
comportamiento humanos presentes en los datos utilizados durante su entrenamiento.
Ciesla (2024) subraya que los modelos de lenguaje extenso, al procesar grandes voliimenes
de lenguaje humano, manifiestan conductas emergentes que permiten estudiar cémo
responden a patrones lingiiisticos con connotaciones ideoldgicas, emocionales o afectivas.
Este fendmeno no solo revela la influencia cultural en sus respuestas, sino que también
ofrece a investigadores y desarrolladores una oportunidad para analizar como diferentes
entradas modifican el comportamiento del modelo (p. 53). Del mismo modo, las respuestas
de estos sistemas pueden impactar emocional y psicoldégicamente en los usuarios, sobre
todo cuando se interpretan como empaticas, personalizadas o significativas en el plano
afectivo. Este tipo de interaccion plantea preguntas importantes sobre la autenticidad de
los vinculos, la percepcioén de agencia por parte del usuario y el impacto subjetivo de las
interacciones simuladas. Por lo tanto, el estudio de estos sistemas se presenta como un

campo fértil para investigar fendmenos emocionales, mecanismos de proyeccion
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antropomorfica y las condiciones de posibilidad de la comunicacion simbolica entre
humanos y maquinas. Esto exige un abordaje interdisciplinario que combine saberes de la
psicologia, la lingiiistica, la teoria de la comunicacion y la filosofia de la técnica.

Ciesla (2024) advierte que el uso de tecnologias como Jabberwacky plantea desafios éticos
vinculados con la privacidad, la seguridad de los datos, el consentimiento informado y la
responsabilidad en la aplicacion de la inteligencia artificial. Subraya, ademads, la necesidad
de que el desarrollo tecnologico se oriente por principios éticos y al bienestar humano. En
esta linea, los agentes conversacionales muestran que la conversacion trasciende el simple
intercambio de informacion, al constituirse también en un medio para construir relaciones,
expresar emociones y negociar significados (p. 50). El analisis de las limitaciones y
fortalezas de estos sistemas permite comprender mejor la propia capacidad comunicativa
humana y el modo en que la tecnologia influye en las relaciones interpersonales. En una
consulta realizada a ChatGPT, OpenAl (2024) identifico como principios fundamentales
de una ética conversacional con las maquinas una serie de lineamientos orientados a regular

dicha interaccion:

o Transparencia. Las maquinas deben identificar claramente su naturaleza no
humana, evitando confundir a los usuarios sobre su identidad o capacidades. Es
importante informar sobre el proposito del chatbot o sistema de IA y como se
procesaran y utilizardn los datos generados durante la interaccion.

o Respeto y dignidad. Los sistemas de IA deben tratar a los usuarios con respeto,
evitando respuestas ofensivas, discriminatorias o sesgadas. Los disefiadores y
desarrolladores deben garantizar que las interacciones no promuevan la
deshumanizacion ni conductas perjudiciales.

o Privacidad y seguridad. Las conversaciones deben ser protegidas, garantizando la
confidencialidad y seguridad de los datos. Es fundamental obtener consentimiento
informado para recopilar, almacenar o utilizar informacion personal.

o Inclusiéon y equidad. Los sistemas conversacionales deben disefiarse para ser
inclusivos y accesibles, considerando la diversidad cultural, lingiiistica y de
capacidades de los usuarios. Deben minimizarse los sesgos en los datos de

entrenamiento para evitar perpetuar desigualdades o prejuicios.
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o Intencionalidad y claridad en los limites. Los sistemas deben ser disefiados para
cumplir funciones claras, evitando generar expectativas irreales en los usuarios.
Debe establecerse un marco ético que delimite el alcance de las interacciones,
evitando intrusiones innecesarias o manipulaciones.

o Beneficencia y no maleficencia. Las interacciones deben priorizar el bienestar del
usuario, asegurandose de que el sistema no cause dafio emocional, psicologico o
social. Es necesario prevenir el uso malintencionado de los sistemas
conversacionales.

o Capacidad de respuesta y adaptabilidad. Las maquinas deben ser programadas para
adaptarse a las necesidades y contextos de los usuarios, respondiendo de manera
apropiada y empatica. Los sistemas deben incluir mecanismos para corregir errores,
mitigar malentendidos y recibir retroalimentacion.

o Fomento de la autonomia. Las interacciones deben empoderar a los usuarios,
ofreciéndoles informacion y opciones claras para tomar decisiones informadas. Los
sistemas no deben manipular ni coaccionar a los usuarios hacia determinadas
acciones o comportamientos.

o Fomento del bien comun: Usar los sistemas para promover bienestar social en areas
como educacion, salud e informacion.

o Mejora continua: Adaptar los sistemas €ticos a nuevos desafios tecnologicos y
sociales.

o Colaboracion simbidtica: Disenar maquinas que complementen y potencien las

habilidades humanas, promoviendo una relacion colaborativa y transformadora.

Estos principios buscan garantizar que la relacion entre los humanos y las maquinas sea
respetuosa, justa, equitativa y beneficiosa, preservando siempre la dignidad y autonomia
humanas mientras se capitalizan los avances tecnologicos. Un enfoque de esta naturaleza
requiere no solo un disefio ético y responsable de la tecnologia, sino también la
configuracidon de un marco relacional en el que la interaccion con las maquinas favorezca
el desarrollo humano y social.

En este sentido, Serres (2015) propone comprender dicha relacion a través de la nocion de

simbiosis, entendida como un vinculo dindmico en el que ambas partes se transforman y
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enriquecen mutuamente, mas alld de la mera coexistencia. En El parasito, distingue tres
modalidades: el mutualismo, en el que ambas especies se benefician; el comensalismo,
donde una obtiene ventajas sin afectar a la otra; y el parasitismo, cuando una se beneficia
en detrimento de la otra (p. 8). Aplicadas a la convivencia entre humanos y maquinas, estas
formas permiten reconocer que no solo las tecnologias se adaptan a las necesidades
humanas, sino que también las personas modifican sus practicas, saberes y modos de vida

en funcion de las relaciones que establecen con ellas en la cotidianidad.

Conclusion

La revision critica sobre la evolucion histérica de las IA conversacionales nos permitid
evaluar sus riesgos y sus oportunidades y sus limites en el campo educativo. Describir sus
transformaciones nos permitid vislumbrar la necesidad de redefinir el vinculo humano-
maquina en los procesos de formacion. Aunque los chatbots y las IA conversacionales han
recorrido un largo camino y ofrecen muchas ventajas, todavia enfrentan desafios
significativos. Comprender estos desafios es crucial para el futuro de la interaccion
humano-IA.

A medida que la tecnologia avanza, es importante que los desarrolladores de chatbots, no
solo sean técnicamente competentes, sino también éticamente responsables y centrados en
una €tica conversacional. Solo entonces podremos aprovechar plenamente su potencial y
mejorar la calidad de nuestras interacciones diarias con estas tecnologias. La
implementacion de una ética conversacional implica redefinir las formas comunicacion
para reubicar a las maquinas en un rol diferente que previamente reservado solo para los
humanos. Podemos observar que algunos disefiadores operan desde un modelo en el que la
tecnologia, incluida la IA, sigue siendo un mediador de la interaccion humana, aunque con
mayor agencia.

Desde esta perspectiva, la IA puede intercambiar mensajes con personas, pero sus acciones
estan situadas dentro del contexto mas amplio de mediacion de interacciones humanas.
Otras aproximaciones proponen una definicion general de la comunicacién que no depende
de quién o qué esté¢ comunicando. En este caso, la comunicacion se define como un proceso

de "creacion de significado" logrado a través del intercambio de mensajes con
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implicaciones para el individuo y la sociedad, limitando el proceso a partir de un cierto
antropocentrismo.

Desde nuestra perspectiva, la comunicacion puede ocurrir entre humanos y entre humanos
y maquinas o entre maquinas. Reconociendo que las maquinas pueden ocupar roles de
comunicadores y mediadores. De este modo se evita calificar la comunicaciéon humano-
maquina como inferior entre humanos. Comunicarse desde esta perspectiva implica
establecer un vinculo no instrumental con las tecnologias digitales que no se limitan a ser
simples herramientas, sino que configuran un entorno compuesto por agentes técnicos que
poseen distintos niveles de normatividad y capacidad de accion. Por ello, proponemos un
modo de relacion donde las maquinas no sean vistas como meras herramientas, sino como
socios cognitivos capaces de ampliar las capacidades humanas, sin comprometer la ética
ni la autonomia.

Desde esta perspectiva, consideramos importante reflexionar sobre cémo disefar
tecnologias que no solo complementen al ser humano, sino que también fomenten un
didlogo creativo y transformador, respetando las singularidades de ambas partes.
Finalmente nos parece interesante considerar las definiciones elaboradas por ChatGPT
entorno a la ética de la conversacion para pensar la convivencia simbidtica entre humanos

y maquinas.

Reconocimientos

El proyecto “Chatbot de gestion educativa para el acompafiamiento pedagogico de
estudiantes de nivel superior” FH-UNCA, financiado por el Ministerio de Ciencia y
Tecnologia de la Nacion en el marco del Programa Federal de Innovacion, desarrolla un
asistente digital que optimiza la comunicacion institucional, agiliza tramites y fortalece la

continuidad pedagdgica, favoreciendo retencion y egreso estudiantil.
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