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Abstract

Context: Wind tunnels are essential devices in the study of flow properties through objects and scaled prototypes. This work presents a numerical study to characterize an existing wind tunnel, proposing modifications with the aim to improve the quality of the flow in the test chamber.

Method: Experimental measurements of the inlet velocity and pressure distribution of a wind tunnel are performed. These empirical values are used as parameters to define boundary conditions in simulations. The Finite Element Method (FEM) at low speeds is implemented to determine the stream function by using a standard Galerkin method. Polynomial interpolations are employed to modify the contraction section design, and numerical simulations are performed in order to compare the numerical results of the flow for the existing and the modified wind tunnels.

Results: Experimental measurements of the flow at the wind tunnel entrance are presented. The velocity field and distribution of thermodynamic variables inside the tunnel are numerically determined. This computations are useful since it is experimentally difficult to make measurements inside the channel. Additionally, numerical calculations of these variables are presented under modifications in the tunnel geometry.

Conclusions: A comparison between these simulations show that laminar flow at low velocities can be modeled as incompressible and irrotational fluid under a bidimensional approximation along its longitudinal section. It is observed that modifications in the geometry of the tunnel can improve the flow in the test section of the wind tunnel in the laminar regime.
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1. Introduction

Wind tunnels are devices that allow to empirically studying the aerodynamic characteristics of bodies immersed in a fluid, ranging from the study of the streamlines to measurements of forces on these objects. In practice, these devices are used to carry out studies with scaled models (mainly scales of reduction) of the real prototypes. Because the Navier-Stokes equations that model fluid flow can be written in terms of dimensionless dynamic variables and parameters such as the Reynold Number Re, then it is possible to analyze flows at a scale where wind tunnels are an example of the practical use of this rescaling property. Wind tunnels have been used extensively in many studies [1]–[3] commonly including experimental measurements [4]–[13], numerical simulations [14]–[17], and in various flow situations e.g. subsonic, hypersonic [18], [19], transonic [20], [21], laminar, turbulent [22]–[24], etc. In engineering, wind tunnels are used to test the flow around aircrafts, the performance of rotors and turbines [25]–[27], and even studies on the flight of birds [28] and the effects of wind on the shape and growth of plants [29]. Wind tunnel testing is also helpful to provide estimations of the dynamic wind load reduction provided by damping systems [30]. In this work we shall study a open-circuit wind tunnel placed at the Hydraulic Machines Laboratory of la Universidad ECCI. This device is a handcrafted structure, and the flow inside it is not characterized.

---

1Open circuit wind tunnels are generally easier to build than closed wind tunnels [31]. However, the latter offers advantages such as better control of the quality of the flow.
The main goal of this study is to determine the parameters that negatively affect the tunnel’s performance by analyzing its current design and the inner flow with numerical simulations.

This document presents an analysis of the flow dynamics in stationary conditions inside a wind tunnel that aims to identify the structural imperfections of the device that affect the laminarity of the flow at low velocities. With this in mind, standard simulation techniques and previous studies on open tunnels are used which allow for decision-making regarding the redesign of the wind tunnel in the contraction section and the diffuser. In principle, numerical simulations allow us to obtain data on the flow of regions inside the tunnel, where experimental measurements are difficult to take. This currently occurs in regions of the contraction section and the diffuser. The numerical values of the velocity obtained from different simulations are contrasted with flow measurements made in the working section, thus showing a good agreement between them. Analysis of the density distribution of the simulations inside the tunnel allows observing that the variations in density are so small that the flow behaves according to the incompressibility condition, despite the fact that the air is compressible. This certainly occurs on the current device since it operates at low velocities. We shall see that modifications on the contraction and diffuser sections can positively affect the quality of the flux, resulting in an important vorticity reduction in the working section.

This document is organized as follows: a description of the wind tunnel is presented in Section 2. In this section, we also present a dimensional verification of the existing wind tunnel geometry for compare them with standard criteria on wind tunnel design [32]–[34] and other low-speed tunnels designs [35]–[37]. Here, we proposed to modify the contraction section and the diffuser. Section 4 is devoted to the implementation of the Finite Element Method (FEM) and the definition of the lattice. We use an algorithm to compute the stream function of the irrotational case under a bidimensional approximation. Experimental measurements of the velocity distribution of incoming environment flow as a function of the angular velocity of the wind tunnel fan are shown in Section 5. These measurements are employed as input parameters for numerical simulations of the flow in the existing tunnel, as well as the tunnel with the proposed modifications. A comparison and a discussion are presented at the end of the document.

2. Materials and methods

2.1. Description and dimensional verification of the tunnel

An open-circuit tunnel is composed of a stabilization chamber, contraction, test section, and a diffuser (Fig. 1). The stabilization chamber has a flow conditioner to correct the incoming flow from the environment. The contraction is a section that takes the low-velocity inlet flow to increase its velocity at the end of the section, where prototypes are located. Subsequently, the flow enters the test section, and later its velocity is later reduced in the diffuser as it is shown in Fig. 1. The velocity of the fluid flow is controlled with a fan of variable angular velocity located at the end of the diffuser. We shall determine if the current wind tunnel is in accordance with standard tunnel designs in the next subsection. This is relevant because there are several experimental studies that show that wind tunnel design may drastically change the quality of the flow inside in the test section. These studies on wind tunnels defined standard design criteria that ensure the best performance [32].
2.2. Components and dimensions of the wind tunnel

**Test section.** Generally, the design of the wind tunnels is defined from the dimensions of the test chamber or working section. The size of this section defines the largest dimensions of the models inside it [38]. Typically, prototypes cannot be larger than 80% of the working section size. The function of the test chamber is to allow measuring quantities regarding the aerodynamic performance of any prototype inside it. The measurement of forces that flow exerts on the object such as the lift and drag are performed in the test section [34]. Additionally, this section is also employed to visualize the flow lines around the model. In the existing wind tunnel we have a test section whose shape is a rectangular cuboid of dimensions $L_5 \times L_6$ where $L_5 = 0.25$ m is the base (and the height) $L_6 = 2L_5$ the length.

**Diffuser.** This section is designed to decrease the fluid flow velocity with the least possible loss of energy. It is usually desirable to reduce the speed in the shortest distance possible, without separating the flow [39]. The flow through a diffuser depends on its geometry, defined by the following area ratio $\zeta_{\text{diffuser}} = A_{\text{out}}/A_{\text{int}} = (\pi/4)\left(R_{\text{out}}/R_{\text{in}}\right)^2$, where $A_{\text{out}}$ is the circular area at the diffuser exit. That exit is a circle of radius $R_{\text{out}} = 0.315$ m and $A_{\text{int}}$ is the transversal area of the test section, where $L_5/2 := R_{\text{in}} = 0.125$ m. Generally, $\zeta_{\text{diffuser}} \in [2, 3]$ and the angle defining the slope (with respect the horizontal) of the diffuser $\theta_e = \arcsin \left[(R_{\text{out}} - R_{\text{in}})/L_7\right]$ must be in the interval $2^\circ < \theta_e < 3.5^\circ$ with a preference for the lowest angles. Measurements of $\theta_e$ on the existing tunnel show that they are outside the established range, as well as the area ratio as it is shown in Table I.

**Stabilizer section.** This section is included to correct the flow at the tunnel entrance by using a flow conditioner to stabilize the air currents. As occurs with the diffuser, the dimensions of the stabilizer section are set according to an area ratio $\zeta_{\text{stabilizer}} = L_2^2/L_5^2$, which should be in the interval

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Suggested values by design</th>
<th>Current values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_{\text{diffuser}}$</td>
<td>2.01</td>
<td>4.99</td>
</tr>
<tr>
<td>$\theta_e$ (degrees)</td>
<td>3</td>
<td>8.99</td>
</tr>
<tr>
<td>$\zeta_{\text{stabilizer}}$</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>$L_2$ (m)</td>
<td>0.33</td>
<td>0.15</td>
</tr>
<tr>
<td>Number of cells</td>
<td>9900</td>
<td>13500</td>
</tr>
<tr>
<td>Hydraulic diameter of the cell $D_h^{(zzz)}$ (mm)</td>
<td>5.5</td>
<td>5</td>
</tr>
</tbody>
</table>
\[ \zeta_{\text{stabilizer}} \in [7, 8] \] \cite{34}, and the length \( L_2 \) of stabilizer section is defined with the hydraulic diameter \( D_h = 2L_2 = L_1 \) of the stabilizer section \(^2\). Table I lists the current values of the stabilizer section, as well as the corresponding expected ones by design.

**Flow conditioner.** The existing wind tunnel flow conditioner consists of a duct mesh with a circular cross-section of radius 0.5 cm. Flow conditioners are essential to reduce the turbulence intensity and flow re-circulation, being the honeycomb mesh one of the most used in Wind tunnel designs \cite{40}. In principle, the structural rigidity of the mesh must be enough to withstand forces applied during operation without significant deformation \cite{32}, \cite{33}. For circular, square, or hexagonal flow conditioners with \( L_2/D_h^{\text{cell}} = 6 \) and equal tube areas, the loss coefficients \( K \) for each conditioner are 0, 30, 0.25 and 0.10. Here, \( D_h^{(\text{cell})} \) is the hydraulic diameter of the cell, and \( L_2 \) is the length of a cell that corresponds to the value of the length of the stabilization chamber. Approximately 150 honeycomb cells (for hexagonal flow conditioners) are defined per diameter \( L_2 \) of the stabilizer section defined with the hydraulic diameter \( h \). Flow conditioners are essential to reduce the turbulence 5 cm and equal tube areas, the loss coefficients \( K \) for each conditioner are 0, 30, 0.25 and 0.10. Here, \( D_h^{(\text{cell})} \) is the hydraulic diameter of the cell, and \( L_2 \) is the length of a cell that corresponds to the value of the length of the stabilization chamber. Approximately 150 honeycomb cells (for hexagonal flow conditioners) are defined per diameter \( L_2 \) of the stabilizer section defined with the hydraulic diameter to pass through the middle point \( f \left( \frac{L}{2} \right) = \frac{1}{2} \left( \frac{H}{2} + \frac{h}{2} \right) = \frac{1}{2}(H + h) \). Coefficient \( C_0 \) is found by evaluating the function at zero, \( f(0) = C_0 = \frac{H}{2} \). Since the function must have the middle point \( \left( \frac{L}{2}, \frac{1}{2}(H + h) \right) \), then \( f \left( \frac{L}{2} \right) = \frac{H}{2} + C_1 \left( \frac{L}{2} \right) + C_2 \left( \frac{L}{2} \right)^2 + C_3 \left( \frac{L}{2} \right)^3 = \frac{1}{2}(H + h) \). Similarly, we demand that \( f(x) \) must have the point \( (L, h/2) \); this is \( f(L) = \frac{H}{2} + C_1 L + C_2 L^2 + C_3 L^3 = \frac{h}{2} \).

These equations are not enough to find the polynomial coefficients. For this reason, it is necessary to impose another condition consisting on the annulment of the first derivative of \( f \) at \( x = 0 \) or \( x = L \). Explicitly, the first derivative is \( D_x f(x) = C_1 + 2C_2 x + 3C_3 x^2 \). Hence, \( D_x f(0) = 0 = C_1 \). They system can be written as \( \mathbf{A} \mathbf{C} = \mathbf{b} \), where

\(^2\)In the current setup (Fig. 1), this recommended relationship between the stabilizer length \( L_2 \) and the inlet hydraulic diameter \( D_h \) is not satisfied. In the re-designed version of the wind tunnel in Fig. 3, the ratio \( L_2 = D_h/2 \) is fulfilled.
\[
\mathcal{A} = \left( \frac{L}{2}^2 \frac{L}{2}^3 \right), \quad C = \begin{pmatrix} C_2 \\ C_3 \end{pmatrix}, \quad \text{and} \quad b = (h - H) \left( \frac{1}{4} \frac{1}{2} \right).
\]

The solution of this \(2 \times 2\) linear system is \(C = \mathcal{A}^{-1} b\) this is \((C_2, C_3) = \frac{8(h-H)}{L} (3L/16, -1/8).\) It is also possible to use the condition \(D x f(L) = 0\) to find the coefficients, thus obtaining the same result for \(C_1, C_2\) and \(C_3.\) In sum, the contraction curve is \(f(x) = \sum_{n=0}^{3} C_n x^n\) with \(C_0 = \frac{H}{L}, \quad C_1 = 0, \quad C_2 = \frac{3 H}{2}, \quad \text{and} \quad C_3 = \left( \frac{H - h}{L} \right).\) A plot of \(f(x)\) is shown in Fig. 2-(left). The other contraction curve is obtained by a reflection with respect the \(x\)-axis as it is shown in Fig. 2-(right), where

\[
f(\pm x) = \sum_{n=0}^{3} c_n^\pm x^n \quad \text{with} \quad c_n^\pm = \pm C_n. \tag{1}
\]

**Contraction curves in three-dimensions**

It is possible to use the contraction curves on the plane \(f(x)\) in order to build the contraction section in the three-dimensional space. A curve in the space can be written as \(\Gamma = \{r(\chi) : a < \chi < b\},\) where \(\chi\) is the trajectory parameter. We define the contraction curves in the space as follows:

\[
\Gamma_{\{s_1, s_2\}}(\chi) = \{(x, f_{s_1}(\chi), f_{s_2}(\chi)) : 0 < \chi < L\} \tag{2}
\]

where \(\{s_1, s_2\}\) are signs used to denote the fourth curves of the contraction section \(\Gamma_{\{+, +\}}(\chi), \Gamma_{\{+, -\}}(\chi), \Gamma_{\{-+, +\}}(\chi)\) and \(\Gamma_{\{-+, -\}}(\chi)\) which define its boundary. In Fig. 3 (left), we show the contraction section by setting \(L, H\) and \(h\) with the same values used for bi-dimensional curves on Fig. 2. Finally, the wind tunnel including the proposed dimensions by design in Table I is shown in Fig. 3. To this aim, formulas in Eqs. (1) and (2) are employed to analytically define the parametric components of the curve, which can be introduced in 3D design software e.g. Solidworks. We would like to stress that there are other alternatives to choosing contraction curves, such as higher order polynomials. This topic is studied by author in Ref. [41].

There are other strategies to properly design the contraction curve of a wind tunnel [42]–[44] to reduce the wind tunnel losses and provide a high quality flow at the working section. For the case of low-speed wind tunnels, the contraction curve can be modeled by using polynomials of...
Fig. 3. Modified wind tunnel. This plot is a modified version of the existing tunnel in Fig. 1 and includes suggested values for standard wind tunnels design.

$n\text{-th}$ order typically $n = 3, 4, 5$, or higher. A study regarding wind tunnels under the irrational incompressible model in Ref. [44] showed that contraction curves up to the 5th order without quadratic contribution provide good results at low velocities. There are also techniques concerning cubic spline curves, whose control points are properly set to enhance the the outflow at the end of the contraction section [42].

### 3. Governing equations

The dynamics of fluid flow are based on momentum, mass, and energy conservation laws. The set of mathematical expressions regarding these laws in fluids mechanics are known as Navier-Stokes equations. The Navier-Stokes momentum equation [45] for compressible fluid flow is

$$
\rho (\partial_t v + v \cdot \nabla v) = -\nabla P + \mu \nabla^2 v + \frac{\mu}{3} \nabla (\nabla \cdot v) + \rho g
$$

where $v$ is the velocity field, $P$ the pressure, $\mu$ the viscosity, $g$ the gravity and $\rho$ the density. The conservation of mass is given by the continuity equation

$$
\partial_t \rho + \nabla \cdot (\rho v) = 0.
$$

This work is limited to study the fluid in stationary conditions. For the continuity equation, this implies $\partial_t \rho = 0$. In general, the density into a wind tunnel is not uniform, since the air is a compressible fluid. However, it is possible to use the incompressibility approximation for low-speed wind tunnels where the spatial variation of density is negligible. Under these conditions, the mass conservation law is

$$
\nabla \cdot v = 0.
$$

Thus the steady momentum equation ($\partial_t v$) takes the form of

$$
\rho v \cdot \nabla v = -\nabla P + \mu \nabla^2 v + \rho g.
$$

The energy equation under steady conditions is

$$
\rho (v \cdot \nabla) \left( c_v T + \frac{v^2}{2} \right) = \rho g \cdot v - \nabla \cdot (\rho v) + \nabla \cdot \left[ 2\mu \nabla \left( \frac{v^2}{2} \right) + \mu \omega \times v \right] + \kappa \nabla^2 T
$$

where $\omega = \nabla \times \vec{v}$ is the vorticity, $T$ is temperature, $c_v$ the specific heat capacity at constant volume, and $\kappa$ is the thermal conductivity. This equation does not consider heating sources such as
absorption or emission of radiation, but it considers heat transfer due to temperature gradients. In wind aerodynamics, it is generally reasonable to assume that air is a perfect gas, which implies that intermolecular forces are negligible. The equation of state of the ideal gas is \( P = \rho R T \), where \( R \) is the ideal gas constant. The energy of the ideal gas is \( U = C_v T \), with \( C_v \) being the heat capacity and the energy per unit of volume \( \rho c_v T \). The system of Eqs. (3),(4),(5), and the state equation must be solved for the velocity components and the thermodynamic variables. This system of equations does not have a general analytical solution, and the problem is adressed with numerical methods. The system can be simplified depending on the regime of the flow. For instance, if the fluid flow in the tunnel is assumed to be laminar, the advective contributions (terms regarding the operator \( \mathbf{v} \cdot \nabla \)) are small. If the fluid flow in the tunnel is laminar, the Mach number is small and the spatial variation of density negligible; then, it is possible to use the Bernoulli’s principle

\[
\frac{1}{2} \rho v^2 + \rho g y + P = \text{constant}
\]

if we move along a stream line with \( y \) being the elevation of the point above a reference plane. In fact, the Bernoulli’s principle is a consequence of the energy conservation along a single stream line of the fluid. Another approach to greatly simplify the problem is to model the tunnel as a bi-dimensional channel. Here, the continuity equation in two dimensions \( \nabla \cdot \mathbf{v} = \partial_x v_x + \partial_y v_y = 0 \) is satisfied by defining the components of velocity as \( v_x = \partial_y \psi \) and \( v_y = -\partial_x \psi \), where \( \psi = \psi(x,y) \) is the two-dimensional stream function. This function can be obtained from the vorticity \( \omega = \nabla \times \mathbf{v} \) via the Poisson’s equation

\[
\nabla^2 \psi = -\omega
\]

which reduces to the Laplace equation \( \nabla^2 \psi = 0 \) when fluid is considered irrotational. Modelling wind tunnels under a incompressible and irrotational assumptions simplifies a lot the equations of motion and it is possible to use potential flow solvers (see Ref. [44]), but this approach is limited to low-speed wind tunnels.

4. Implementation of the numerical method

The Finite Difference FDM and Finite Element Methods FEM are standard numerical methods used for solving ordinary and partial differential equations. Even when there are software packages which enables to solve traditional problems in Computational Fluid Dynamics and Engineering [46]–[50], it is still useful to implement and programme the FEM including the meshing not only for fluid mechanics problems but also other problems in physics and engineering [51]–[55] [56]–[58].

This section focuses on the application of the FEM in order to obtain numerically the stream function in the wind tunnel for an irrotational case, in oder words, when vorticity is negligible. A brief description of the interpolation functions, the discretization of the Laplace’s equation for the stream function and the definition of the two-dimensional mesh inside the tunnel will be shown.

---

3This equation is combined with the steady vorticity equation

\[
\mathbf{\omega} \cdot \nabla \mathbf{v} = \nu \nabla^2 \omega
\]

which is obtained by taking the curl of Eq. (4). This is valid for low Mach numbers.
4.1. Global and local elements

Let us consider a two-dimensional domain, where a mesh of elements has been defined with \( e = 1, \ldots, M \) and \( M \) is the total number of elements. We shall use triangular elements in the plane, where \( N \) is the number of global elements and numbered with the index \( \alpha = 1, \ldots, N \). Each triangular element \( (e) \) has three nodes located at the vertices of the triangle with positions \( x_m^{(e)} \), where \( m = 1, 2, 3 \) as it is shown in Fig. 4. Two coordinate systems are then defined. The \( XY \) frame is a reference system used to define the global positions. On the other hand, the positions of the nodes in the \( xy \) frame will define the positions of those nodal points with respect to the center of each element. The geometrical center of each element, the centroid, is localized at \((X_c^{(e)}, Y_c^{(e)})\) (with respect to the \( XY \) frame) and is computed as an average of the local positions \( X_c^{(e)} = \frac{1}{3} \sum_{m=1}^{3} X_m^{(e)} \) and \( Y_c^{(e)} = \frac{1}{3} \sum_{m=1}^{3} Y_m^{(e)} \), where \((X_m^{(e)}, Y_m^{(e)})\) is the \( m \)-th nodal position of the element \( (e) \).

![Fig. 4. Local elements employed in our simulations.](image)

4.2. Linear interpolation functions

Three local functions \( \Phi_m^{(e)}(r) \) with \( m = 1, 2, 3 \) are defined on the nodes of each element. If they are linear, then \( \Phi_m^{(e)}(r) = a_m^{(e)} + b_m^{(e)} x + c_m^{(e)} y \), where \( a_m^{(e)}, b_m^{(e)} \) and \( c_m^{(e)} \) are coefficients. Local functions are shown Fig. 4-(right), and they are have the following property \( \Phi_m^{(e)}(r_n) = \delta_{m,n} \). The coefficients \( a_m^{(e)} \) are a constant \( a_1^{(e)} = a_2^{(e)} = a_3^{(e)} = 1/3 \) \([59]\), and the coefficients \( b_m^{(e)} \) can be computed with the local positions with respect to the centroid as follows: \( b_1^{(e)} = \frac{1}{2A(e)} (y_3^{(e)} - y_1^{(e)}) \), and \( b_2^{(e)} = \frac{1}{2A(e)} (y_1^{(e)} - y_2^{(e)}) \). Similarly, the coefficients \( c_m^{(e)} \) are

\[
\begin{align*}
    c_1^{(e)} &= \frac{x_3^{(e)} - x_2^{(e)}}{2A(e)}, \\
    c_2^{(e)} &= \frac{x_1^{(e)} - x_3^{(e)}}{2A(e)}, \\
    c_3^{(e)} &= \frac{x_2^{(e)} - x_1^{(e)}}{2A(e)},
\end{align*}
\]

and \( A(e) = \frac{1}{2} \left| \begin{array}{cc} x_1^{(e)} & y_1^{(e)} \\ x_2^{(e)} & y_2^{(e)} \\ x_3^{(e)} & y_3^{(e)} \end{array} \right| \)

the area of each element. The last determinant gives the area, assuming that local nodes are numbered in a counter-clock wise sense. Otherwise, this expression result in minus the area of the
element. The node positions are computed as follows: \( x_m^{(e)} = X_m^{(e)} - X_c^{(e)} \), and \( y_m^{(e)} = Y_m^{(e)} - Y_c^{(e)} \). This corresponds to a translation due to a change of reference frame. The global functions are defined as follows: \( \Phi_\alpha(r) = \sum_{e=1}^{M} \Delta_{am}^{(e)} \Phi_m^{(e)}(r) \), where \( \Delta_{am}^{(e)} \) is a boolean matrix that is 1 when the local node \( m \) of the element \( (e) \) is the global node \( \alpha \) Otherwise, it is zero.

### 4.3. Irrotational flow

An approach to the laminar incompressible flow at low velocities is to assume that vorticity is small everywhere. This implies that the stream function satisfies a Laplace’s equation \( (\partial_x^2 + \partial_y^2) \psi(r) = 0 \), where \( v_x = \partial_y \psi \) and \( v_y = -\partial_x \psi \). Defining \( S \) as the surface of the longitudinal section of the wind tunnel then \( \oint_S \Phi_\alpha(r) \sum_{i=1}^{2} \partial_x \psi(r) dS = 0 \), expanding the stream function on the basis \{ \Phi_\alpha(r) \}_{\alpha=1,...,N} \) with \( N \) the total gobal nodes in \( S \). Then,

\[
\psi(r) = \sum_{\beta=1}^{N} \psi_\beta \Phi_\beta(r) \quad \text{then} \quad \sum_{\beta=1}^{N} \sum_{i=1}^{2} \left[ \oint_S \Phi_\alpha(r) \partial_x \Phi_\beta(r) dS \right] \psi_\beta = 0.
\]

The last expression can be integrated by parts

\[
- \sum_{\beta=1}^{N} \sum_{i=1}^{2} \left[ \oint_S \partial_x \Phi_\alpha(r) \partial_x \Phi_\beta(r) dS \right] \psi_\beta + \left[ \oint_C \Phi_\alpha^*(r) \partial_n \Phi(r) dl \right] = 0,
\]

where \( \partial_n \) is the normal derivative and the closed loop \( C \) is the boundary of \( S \). Considering Dirichlet boundary conditions on \( C \) and defining \( M \) as the total number of inner nodes in \( S \), then

\[
\sum_{\beta=1}^{N} K_{\alpha\beta} \psi_\beta = F_\alpha \quad \text{where} \quad K_{\alpha\beta} := \sum_{i=1}^{2} \oint_S \partial_x \Phi_\alpha(r) \partial_x \Phi_\beta(r) dS \quad \text{and} \quad F_\alpha := - \sum_{\beta=M+1}^{N} K_{\alpha\beta} \psi_\beta^* \tag{6}
\]

with \( r^* \in C \) boundary points, and \( \psi_\beta^* = \psi(r_\beta^*) \) the values of the stream function on \( C \), which defines the Dirichlet conditions.

### 4.4. Two-dimensional lattice: planar channel approximation

In this section a lattice construction in the internal geometry of the wind tunnel will be described. We start with a two-dimensional approximation of the tunnel, considering it as a two-dimensional channel. We define \( N' \) as the number of boundary points. Procedure is a follows: we measured the positions of the boundary points of the tunnel. Later, all dimensions were rescaled with total length \( L \) of the tunnel, so the rescaled coordinates at the exit of the tunnel have an \( x \)-coordinate equal to the unit. We have defined four subsets of points \( B_1, B_2, B_3 \) and \( B_4 \) with the boundary points, where \( B_1 \) is the upper boundary, \( B_2 \) the lower boundary, \( B_3 \) the inlet, and \( B_4 \) the outlet.

The whole boundary is \( B = B_1 \cup B_2 \cup B_3 \cup B_4 \). A picture of the existing wind tunnel is shown in Fig. 1 (right). We have defined a piece-wise function \( f(x) \) by using the points of \( B_1 \). Here, \( f(x) \) is built by joining the points boundary points \( (x_1, y_1), \ldots, (x_{N_s}, y_{N_s}) \) with \( N_s = \dim(B_1) \) with straight lines. This is \( f(x) = m_{ij}(x - x_{ij}) + y_{ij}(x) \), where \( j(x) \) is a function of \( x \in [0, 1] \),
which returns an integer number which labels the interval of piece-wise function \( j(x) = i \) if \( x \in [x_i, x_{i+1}] \). Similarly, we used the same technique to define another piece-wise function ” \( g(x) < 0\)” corresponding to the lower boundary \( B_2 \) of the wind tunnel. The functions \( f \) and \( g \) are used to define the inner points since these points satisfy \( (x, y) \in S \) if \( g(x) < y < f(x) \) \( \forall (x/L) \in (0, 1) \), where \( S \) is the inner region. We wrote a short code in Mathematica to fill the region with points arranged in hexagonal lattice. Finally, a simple algorithm in C++ was used to perform the Delaunay Triangulation of the points (Fig. 5).

The velocity at the entrance \( B_3 \) is denoted as \( v_{in} \). We may use the following condition \( v_{out} = v_{in}(y_A - y_D)/(y_D - y_C) \) based on the mass conservation law to fix the velocity at the outlet \( B_4 \). The inlet velocity is uniform, so the boundary condition on the stream function \( \psi \) at the entrance is

\[
\psi(0, y) = v_{in}(y - y_D) \quad \forall \quad y \in B_3
\]

since \( v_{in} = \partial_y \psi(0, y) \). Similarly, the boundary condition on the stream function at the outlet is

\[
\psi(0, y) = v_{out}(y - y_C) \quad \forall \quad y \in B_1.
\]

The stream function in the upper boundary is set as follows:

\[
\psi(x, y) = v_{in}(y_A - y_C) \quad \forall \quad (x, y) \in B_1,
\]

and the stream function at the lower boundary is set as zero

\[
\psi(x, y) = 0 \quad \forall \quad (x, y) \in B_2.
\]

5. Measurements

We have performed measurements at the entrance of the tunnel in order to find experimentally the distributions of the velocity, pressure and temperature. To this aim, we used a weather sensor including an anemometer, thermometer, and a barometer. The wind speed range of the sensor is \([0, 1, 29]\) m/s with a speed resolution of 0, 1 m/s and wind speed accuracy of ±3%. The barometer
measures pressures from 150 to 1150 hPa (hecto pascals), with an accuracy of 1 hPa and a resolution of 0.03 hPa. The temperature range of the device is \(-20^\circ C\) to \(50^\circ C\) with 
\(\pm 0.5^\circ C\) of accuracy and 0, \(1^\circ C\) of resolution.

Measurements were performed at the center of the cells of a rectangular lattice defined at the entrance with dimensions \(\delta x \delta y\) with \(\delta x = L_x/N\) and \(\delta y = L_y/N\), with \(L_x = L_y = 75\text{cm}\) and \(N = 12\). The length of the square cell \(L_x L_y\) was chosen so that it fitted with the area of the anemometer. The center of the anemometer of the \((i,j)\)-th measurement was located at \(x_i = (2i - 1)\frac{\delta x}{2}\) and \(y_j = (2j - 1)\frac{\delta y}{2}\). We performed 144 measurements of the inlet velocity, pressure, and temperature for the following values: \(10, 27,\) and \(53\) Hz of angular velocity of the fan. The values of velocity, pressure and temperature for 10 Hz are shown in Table II. Similar tables were built for 27 and 53 Hz.

### Table II. Inlet parameters. Measurements on the entrance of the wind tunnel for 10Hz.

<table>
<thead>
<tr>
<th>(i)</th>
<th>(j)</th>
<th>(v_x(\text{m/s}))</th>
<th>(T(\text{oC}))</th>
<th>(P(\text{Pa}))</th>
<th>(i)</th>
<th>(j)</th>
<th>(v_x(\text{m/s}))</th>
<th>(T(\text{oC}))</th>
<th>(P(\text{Pa}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.3±0.02</td>
<td>20.1</td>
<td>727.47</td>
<td>7</td>
<td>1</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.44</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.44</td>
<td>7</td>
<td>2</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.37</td>
<td>7</td>
<td>3</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.37</td>
<td>7</td>
<td>4</td>
<td>0.5±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.29</td>
<td>7</td>
<td>5</td>
<td>0.5±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>0.3±0.02</td>
<td>19.9</td>
<td>727.34</td>
<td>7</td>
<td>6</td>
<td>0.6±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.38</td>
<td>7</td>
<td>7</td>
<td>0.6±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.38</td>
<td>7</td>
<td>8</td>
<td>0.5±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.35</td>
<td>7</td>
<td>9</td>
<td>0.5±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.42</td>
<td>7</td>
<td>10</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.47</td>
<td>7</td>
<td>11</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.47</td>
<td>7</td>
<td>12</td>
<td>0.4±0.02</td>
<td>19.9</td>
<td>727.37</td>
</tr>
</tbody>
</table>

Although the frequency of the fan remained constant for each set of measurements, the flow speed at the inlet was not perfectly stationary and showed small variations, which ranged from 5 to 10%
depending on the point where the measurement was made. In general, the fluctuations were slightly larger near the tunnel walls.

The pressure and temperature for 53 Hz are shown in Fig. 6. Small variations of pressure and temperature Fig. 6 are normal fluctuations due to the atmosphere. The average value of the barometric pressure $\langle P \rangle$ and Temperature $\langle T \rangle$ in the inlet are in Table. III for 10, 27 and 57 Hz. The averages are computed with the 144 measurements in the inlet, where $\sigma$ and $e$ are the standard deviation and relative errors, respectively. The mean values for pressure and temperature are independent of the fan frequency, since the inlet is open to the atmosphere.

<table>
<thead>
<tr>
<th>Frequency of the fan ($f$ (Hz))</th>
<th>Mean velocity $&lt;v_{in}&gt;$ (m/s)</th>
<th>Standard deviation $\sigma_v$</th>
<th>Relative error $e_v$</th>
<th>Barometric pressure $\langle P \rangle$ (Pa)</th>
<th>Relative error $e_P$</th>
<th>Temperature $\langle T \rangle$ (°C)</th>
<th>Relative error $e_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.4097</td>
<td>0.0866</td>
<td>21,38%</td>
<td>727,304</td>
<td>0,14%</td>
<td>19.9486</td>
<td>0,14%</td>
</tr>
<tr>
<td>27</td>
<td>1.7479</td>
<td>0.2809</td>
<td>16,21%</td>
<td>727,26</td>
<td>0,004%</td>
<td>19.6854</td>
<td>0,43%</td>
</tr>
<tr>
<td>53</td>
<td>4.1153</td>
<td>0.5070</td>
<td>12,32%</td>
<td>727,135</td>
<td>0,005%</td>
<td>19.5480</td>
<td>0,79%</td>
</tr>
</tbody>
</table>

In principle, it is expected to measure a uniform inlet velocity. However, it was observed variations in all velocity profiles for each fan frequency as shown in Fig. 7. These variations can be attributed to asymmetries in the diffuser, but also to the current design of the contraction section. In simulations, we take average of the inlet velocity as boundary condition. These average, along with their corresponding errors, are presented in Table. III.

Other sources of error on the fluid velocity measurements are the re-circulation and the fan noise. The flow generally tends to be turbulent at the fan outlet. Although, the wind tunnel studied is open, the entire structure is confined in a closed space. Therefore, the fluid from the fan outlet will enter the tunnel again at some point, and this will eventually affect the flow quality in the entire wind tunnel. The noise generated by the fan and the non-direct air re-circulation are factors

\footnote{If the wind tunnel is not confined in the laboratory but open to the atmosphere, it is also affected by the weather and winds.}
difficult to control in open wind tunnels. Nevertheless, there are techniques for closed wind tunnels to reduce this type of noise, such as applying melamine foam on walls sections of the tunnel and the installation of acoustic baffle between walls of the tunnel [60].

6. Numerical simulations

We have to compute $K_{\alpha\beta}$ in order to solve the linear set of equations Eq. (6). By using the definition of the global functions, then

$$K_{\alpha\beta} = \sum_{i=1}^{2} \oint_{S} \partial_{x_i} \Phi_{\alpha}(r) \partial_{x_i} \Phi_{\beta}(r) dS = \bigcup_{e \in D(\alpha)} \bigcup_{\hat{e} \in D(\beta)} \Delta_{\alpha m}^{(e)} \Delta_{\alpha n}^{(\hat{e})} K_{mn}^{(e,\hat{e})}$$  (7)

where $\mathcal{D}(\alpha)$ is the set of elements associated to the global node $\alpha$, and $K_{mn}^{(e,\hat{e})}$. Then, the local version of $K_{\alpha\beta}$ is

$$K_{mn}^{(e,\hat{e})} = \sum_{i=1}^{2} \oint_{S} \partial_{x_i} \Phi_{m}^{(e)}(r) \partial_{x_i} \Phi_{n}^{(\hat{e})}(r) dS.$$  

In practice, the computation of $\mathcal{D}(\alpha) = \{e_1, e_2, \ldots, e_{d_n}\}$ can be done straightforwardly from the boolean matrix since $e \in \mathcal{D}(\alpha)$ if $\sum_{m=1}^{3} \Delta_{\alpha m}^{(e)} \neq 0$ for any element $(e)$ of the lattice. Since Eq. (7) has a lot of zero elements, then $\mathcal{D}(\alpha)$ plays an important role because we may avoid the computational cost related to keep unnecessary zeros by computing the intersection between sets $\mathcal{D}$ of different global nodes. Therefore, $K_{\alpha\beta} = \bigcup_{e \in D(\alpha) \cap D(\beta)} \Delta_{\alpha m}^{(e)} \Delta_{\alpha n}^{(e)} K_{mn}^{(e,\hat{e})}$. We used the function Intersection of Wolfram Mathematica 9.0 [61] to compute $D(\alpha) \cap D(\beta)$. The local $K_{mn}^{(e,\hat{e})} = K_{mn}^{(e)}$ for linear interpolation functions is $K_{mn}^{(e)} = A^{(e)}(b_{m}^{(e)} b_{n}^{(e)} + c_{m}^{(e)} c_{n}^{(e)})$, and it can be evaluated straightforwardly from the parameters obtained in the Delaunay triangulation. Once the diffusion matrix is computed, the vector $F_{\alpha}$ with the boundary conditions of the stream function is evaluated, and the system of equations given by Eq. (6) is solved. To this aim, it is standard to implement a Gradient Conjugated Method [62], however we simply decided to use the function NSolve of Mathematica. The numerical results of the stream function are shown in Fig. 8.

The velocity field under the irrotational approximation is shown in Fig. 9 (left). This field is obtained from the stream function $\psi(x, y)$ with the identity $\mathbf{v} = (\partial_y \psi, -\partial_x \psi)$. To this aim, the values of the stream function on the elements nodes (see Fig. 5) are linearly interpolated to obtain a symbolic formula in Mathematica, and later that expression is derived.
The magnitude of the velocity along the $x$-axis under the irrotational approximation is shown in Fig. 9-right. The velocity value increases as the air flows along the contraction section. Later, it reaches its maximum velocity in the working section. In this section, the velocity profile has a plateau since the cross-section area is constant. Subsequently, the velocity decreases in the diffuser. This velocity profile is mainly a consequence of the restriction imposed by the incompressibility approximation given by the continuity equation $\nabla \cdot \mathbf{v} = 0$. This leads to the condition $A(x)\langle v_x \rangle = constant$ with $A(x)$ the cross-section area of the wind tunnel and $\langle v_x \rangle$ the average $x$-velocity. Note that, in the bidimensionnal approximation of the wind tunnel, the cross-section only changes in one dimension, this is $A(x) = l_y(x)l_x$ with $l_x$ a constant and $l_y(x)$ the vertical separation between the bottom and top boundaries of the tunnel at a distance $x$. Hence, the continuity in the bidimensional approximation reads $\langle v_x \rangle l_y(x) = constant'$. Using this equation, the velocity in the working section can be obtained from the inlet velocity $v_{inlet}$ as follows:

$$v_x(x, 0) = \frac{l_y(x)}{l_y(0)} v_{inlet}$$

since the velocity in the working section under this approximation is practically uniform $\langle v_x \rangle = v_x(x, 0)$. For the existing tunnel $l_y(0) = (0.1562 - (-0.1464))L = 0.3027L$ and $l_y(0.5) = (0.03988 - (-0.0482))L = 0.0881L$ (Fig. 9, left), then the velocity ratio in the working section is $\frac{v_x(x=0.5)}{v_{inlet}} = \frac{l_y(x=0.5)}{l_y(0)} = 3.4347$ as it is shown in Fig. 9 (right).

The data in Table IV was used to establish the boundary conditions of the numerical problem. The Stream function at the inlet $B_3$ is computed by integration of the inlet velocity components. Since the flow is under the incompressible approximation, then we used the continuity to establish the boundary conditions of the stream function at the outlet $B_4$. The values of the stream function at $B_1$ and $B_2$ are kept constant, defining one of these constant as zero in the lower boundary $B_2$.

In our case, we used the default Solidworks solver for low Mach Numbers based on the Finite Volume Method, also known as Simpler Method. At the entrance of the wind tunnel, the pressure
Table IV. Average inlet flow

<table>
<thead>
<tr>
<th>frequency</th>
<th>mean velocity</th>
<th>Reynolds Number</th>
<th>Flux</th>
<th>Mass flux</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f (Hz)</td>
<td>$&lt;v_x&gt;_N$ (m/s)</td>
<td>$Re$</td>
<td>$\dot{V}_{int}(m^3/s)$</td>
<td>$\rho\dot{V}_{int}(kg/s)$</td>
</tr>
<tr>
<td>10</td>
<td>0.4097</td>
<td>2.0763 $\times$ $10^4$</td>
<td>0.2305</td>
<td>0.2823</td>
</tr>
<tr>
<td>27</td>
<td>1.7479</td>
<td>8.8577 $\times$ $10^4$</td>
<td>0.9832</td>
<td>1.2044</td>
</tr>
<tr>
<td>53</td>
<td>4.1153</td>
<td>2.0854 $\times$ $10^5$</td>
<td>2.3148</td>
<td>2.8357</td>
</tr>
</tbody>
</table>

(in this case the atmospheric pressure) was specified. At the exit, the mass flow is used as boundary condition. The non-slip condition (zero speed) on the inner walls of the wind tunnel was specified. Regarding the measurements that were made experimentally from the velocity field at the entrance of the wind tunnel, then we know the mass flow in the input $\dot{V}_{int}$ corresponding to the multiplication of the average speed by the entrance area $S_{in}$, which is equivalent to compute the flux integral. The inlet flux can be computed by using the continuity equation $\oint_S \vec{v} \cdot d\vec{S} = -\int_{S_{in}} v_x dS_x + \int_{S_{out}} v_x dS_x = 0$ with $S_{out}$ the cross-section area at another section in the tunnel e.g. the test section. The inlet flux is

$$\dot{V}_{int} = -\int_{S_{in}} v_x dS_x = -\int_0^{L_y} \int_0^{L_z} v_x(x, y, z) dy dz = -L_y L_z <v_x>_N \rightarrow \infty$$

with $<v_x>_N = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} v_x(0, y_i, z_j)$ the average inlet velocity. For our measurements, we have an approximated value of $\dot{V}_{int}$ since the size of anemometer only enables us to measure $N = 12$ values. At the outlet, it is difficult to measure the velocity distribution because of the fan located at the exit of the wind tunnel. However, we may still use the continuity to compute $\dot{V}_{out}$ by multiplication of $\dot{V}_{int}$ with the ratio between the outlet $A_{out}$ and inlet $A_{in}$ areas. Hence, the $\rho A_{out}\dot{V}_{int}/A_{in}$ was used as boundary condition at the outlet for in our simulations.

The value of the velocity along the $x$-axis (middle points in the wind tunnel) is shown in Fig. 10. The solid red line in that figure corresponds to the evaluation of velocity according to the simulation, and the purple points are measurements of the velocity at points on the middle axis of the working section. The length of the error bars is estimated with $\Delta v = ue_v$, where $e_v$ is the percentage error of velocity in the inlet (see Table. III) and $u$ is value registered by the anemometer at a point in the $x$-axis. In the working section, one can observe that the numerical and experimental data are in agreement. We do not provide measurements of the flow in the contraction and diffuser because it is difficult to place sensor in that section of the wind tunnel.

![Fig. 10. Velocity along the tunnel axis for 10Hz. Red solid line and points corresponds to numerical simulation and measurements, respectively, in the working section (left). The gray dashed lines are represents the boundaries of the wind tunnel. The working section (right).](image-url)
The result of these simulations for 10 Hz are shown in Figs. 8 (right) and 12. Even when the simulations are conducted with a compressible fluid, we observe that the density variation in the tunnel is negligible, so, for this frequency, the fluid incompressible, \( \nabla \cdot \mathbf{v} = 0 \). Similarly, the vorticity remains small in the tunnel, and velocity field is typical of a laminar flow with no vortices. This suggests that fluid flow in the tunnel for 10 Hz is practically irrational and incompressible. Therefore, the simulations of the stream function shown in Fig. 8 are still valid for low velocity operation of the tunnel, even though they were done assuming a channel in two-dimensions.

A comparison between the stream lines of Fig. 11 with the ones in Fig. 8 show that they are in agreement, except in the diffuser near the fan where the mass flux condition changes the stream lines.

We have also performed simulations on the geometry proposed in Fig. 3 with a better contraction curve and according to wind tunnel design criteria (see Figs. 13 and 14). We can observe from the values of density, vorticity, and the velocity field that flow in the contraction and test sections can be approximated as irrotational and incompressible laminar flow. We would like to stress the fact that the solution of the Laplace equation for the stream function is laminar by default, because the incompressible and irrotational flow is a problem governed by a linear partial differential equation. On the other hand, the simulations performed with the fluid flow simulation package of Solidworks include the advective terms of the Navier-Stokes equations. Such terms are in part responsible of the difference between the the stream lines near the outlet of tunnel with and without the irrotational approximation (see Figs. 8 and 11).
The results we found for 27 and 53 Hz are similar to the ones presented for 10 Hz but with velocity values in larger range (see Fig. 15). However, we do not rule out the meshes used in these simulations, along with the Simpler Method, could not sufficiently fine to capture the contributions of the non-linear terms of the equations correctly. Previous experimental studies [63] they used Reynolds numbers of the order of $1,014 \times 10^5$, $1,352 \times 10^5$, $1,690 \times 10^5$ in order to find the thickness value of the layer limit for a NACA23012 profile, where it was assumed that flow behaved laminarily because its Reynolds number does not exceed the value of $Re = 5 \times 10^5$. In this work, the Reynolds number is in the range of $2 \times 10^4 < Re < 2 \times 10^5$, corresponding to the frequency range of the fan. A comparison of the Reynolds numbers calculated in this document with those provided in [63] suggests that the flow that would be observed in the wind tunnel studied here is in the laminar regime.

The distribution of vorticity in the working section is shown in Fig. 16. One of the advantages of modifying the contraction section and the diffuser corresponds to an improvement in the quality of the flow in the working section. If a comparison of the vorticity of the existing tunnel (see Fig. 1) and its modified version (see Fig. 3) is made, then a less intense vorticity distribution can be observed in the test section of the modified wind tunnel.

Another factor that can affect the production of vorticity inside the test chamber concerns its design because it has a lid on its bottom (Fig. 10, right). This is used to cover a hole where a metal lab bracket can be installed to eventually hold a test object. For low velocities, the impact of the lid is small, and it can be removed with a better design on the contraction section, but the lid can favor production of vorticity as the velocity increases. This occurs at 53 Hz in Fig. 16 (right).
Conclusion

In this study, numerical simulations and experimental measurements were carried out in order to characterize the flow inside a low-speed wind tunnel. One of the implemented strategies modeled the tunnel as a two-dimensional system, with a incompressible and irrotational fluid flow. Under these assumptions, the flow is potential, and it can described by the stream function. In the second approach, we removed the irrationality and incompressibility conditions, and simulations were performed in three-dimensions. We found that the stream lines into the wind tunnel were quite similar, regardless of the approach for low flux velocity in the laminar regime, as it was shown in Fig. 9. This is useful since the fluid flow with irrotational and incompressibility conditions numerically is easier to simulate numerically and computationally less expensive than simulations of fluid flow without these assumptions.

Simulations without incompressibility conditions showed that density variations into the tunnel were small. This was observed in the density distribution of the real and modified wind tunnel shown in Figs. 12 and 14. In those figures, there is no density changes up to the 4th significant digit, which represents a percentage change smaller than 0.05%. Therefore, the velocity field into the studied low-speed wind tunnel is practically divergenceless, even though air is a compressible fluid.

Asymmetries on the wind tunnel walls, fan noise, re-circulation, and the type of tunnel design can affect the quality of the flow. Spatial variations measured in the inlet of the wind tunnel can be a combination of all these factors. These problems, attributed mainly to the design of the device, also affected the measurements in the working section, even when they seemed to be in agreement with numerical simulations of the velocity on the $x$-axis. In this study, we proposed changes on the contraction and diffuser with the aim of enhancing the flow quality. Changes in the contraction with third-order polynomial curves resulted in an important reduction of vorticity in the working section of the modified tunnel with respect the original device as it was shown in Fig. 16. This reduction in the intensity of vorticity is not due to a decrease in the magnitude of velocity, since both contraction sections (modified and original) connect the same inlet and outlet areas (Fig. 12 and 14) as well as the fact that air behaves as incompressible in the tunnel.

As a future work, it would be interesting to model the inner fluid flow of the wind tunnel by using numeric-analytic techniques such as collocation methods [64] used for micro channels or mesh-less methods as the one described in [65].
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