
Ingeniería
https://revistas.udistrital.edu.co/index.php/reving/issue/view/1241

DOI: https://doi.org/10.14483/23448393.22162

Research

Passivity-Based Model-Predictive Control for the Permanent
Magnet Synchronous Machine

Control predictivo basado en pasividad para la máquina síncrona de
imanes permanentes

Alejandro Garcés-Ruiz * and Walter Gil-González ,

Department of Electric Power Engineering, Universidad Tecnológica de Pereira, Pereira 660003, Colombia.

Abstract
Context: This study focuses on advanced control techniques for
permanent magnet synchronous machines (PMSMs), which are crucial
in various industrial applications due to their efficiency and precise
control requirements. Passivity-based control methods offer stability and
performance, addressing these challenges effectively.
Method: A passivity-based model predictive control (MPC) is proposed,
integrating port-Hamiltonian representation with optimization. Stability
theorems are theoretically explored. The simulation evaluates the
performance of our proposal under different prediction horizons and
stability constraints.
Results: The proposed MPC is analyzed across several horizons, both
including and excluding passivity and exponential stability constraints.
Conclusions: This study presents a novel passivity-based MPC approach
for PMSM speed regulation, highlighting the importance of stability
constraints. Future research should extend this controller to synchronous
machines in power systems and voltage source converters.
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Resumen

Contexto: Este estudio se centra en técnicas avanzadas de control para máquinas síncronas de imanes
permanentes (PMSM), fundamentales en diversas aplicaciones industriales debido a su eficiencia y
requisitos de control precisos. Los métodos de control basados en pasividad ofrecen estabilidad y
rendimiento y permiten abordar eficazmente estos desafíos.
Métodos: Se propone un control predictivo basado pasividad (MPC), integrando la representación
port-Hamiltoniana con la optimización. Se exploran teoremas de estabilidad teóricamente. La
simulación evalúa el rendimiento de nuestra propuesta bajo diferentes horizontes de predicción y
restricciones de estabilidad.
Resultados: El MPC propuesto se analiza en varios horizontes, incluyendo y excluyendo restricciones
de pasividad y estabilidad exponencial.
Conclusiones: Este estudio presenta un enfoque novedoso de MPC basado en pasividad para la
regulación de velocidad de PMSM, destacando la importancia de las restricciones de estabilidad. La
investigación futura debería extender este controlador a máquinas síncronas en sistemas de energía y
convertidores de fuente de voltaje.

Palabras clave: control basado en pasividad, máquinas síncronas de imanes permanentes, control
predictivo basado en el modelo, estabilidad
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1. Introduction

1.1. Motivation

The permanent magnet synchronous machine (PMSM) is a classic technology that has been
revitalized in recent years. It is commonly used in wind energy (1), hydro-power generation (2),
wave and tidal energy systems (3), electric vehicles (4) and microgrids (5), among other industrial
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applications. The dynamics of this machine are described by nonlinear equations that are sensitive to
unknown external disturbances, which complicates the control task. Therefore, nonlinear controls are
required to adjust for nonlinearities and drawbacks (6).

A PMSM can be represented in the framework of port-Hamiltonian systems (7). This characteristic
is convenient for the use of passivity-based controls, which ensure stability and maintain the natural
dynamics of the physical system. However, passivity-based controls may be surpassed by conventional
ones in terms of efficiency (8).

On the other hand, model-predictive control has become popular in industrial applications, given
its advantages in terms of performance (9). In addition, it is a nonlinear control capable of introducing
constraints into the model (10). However, the stability and structural properties of physical systems may
be compromised in the design stage (11). Therefore, there is a research gap regarding the interaction
between passivity-based and model-predictive control in practical applications such as the speed
regulation of PMSMs.

1.2. State of the art

Passivity-based control has been used to control PMSMs in different applications. In (12), a
control for small hydro-power generation plant was proposed. The control was stable and preserved
structural properties during closed-loop operation. AnH∞ robust control based on the Hamilton-Jacobi
inequality was presented in (13). This control exhibited a port-controlled Hamiltonian structure with the
dissipation form. In addition, a passivity-based control for the speed regulation of a permanent magnet
synchronous motor was presented in (14). Experimental results showed that the control was easy to
program, as it was reduced to a set of algebraic equations. In all these cases, the goal was the stability
and practical implementation of the control, but they lacked a profound study of the improvement in
performance.

In recent years, various advanced nonlinear control topologies have been developed to enhance
the speed regulation performance of PMSMs across different applications. These approaches include
artificial neural network control (15), adaptive control (16), backstepping-fuzzy control (17), neural
network control (18), adaptive fuzzy logic control (19), sliding mode control (20), active disturbance
rejection control (21), predictive current control (22), synergetic control (23), and adaptive extended-state
observer control (24). While recent advancements in nonlinear control techniques (15, 24) have shown
promising results in improving the speed regulation performance of PMSMs, each approach also comes
with its own set of limitations. For instance, neural network control may require extensive training
data and computational resources, while sliding mode control can be sensitive to uncertainties and
parameter variations. Adaptive control strategies, although versatile, may face challenges in ensuring
robustness across all operating conditions. Additionally, disturbance rejection or synergetic control
methods often rely on accurate models, which can be restrictive in practical implementations.

On the other hand, model-predictive control is another nonlinear technique that has been used for
controlling PMSMs. For instance, in (25), a finite control set model-predictive control was suggested
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for speed regulation with improved parameter robustness; a speed-current single-loop was proposed
in (26) for electric vehicle applications; a linearized model-predictive control was presented in (27); and
a data-driven model-predictive control was introduced in (28). None of these controls preserved the
structural properties of the original dynamic system.

Few studies unifying model-predictive and passivity-based control can be found in the scientific
literature. Most of them are based on theoretical properties rather than in the applications. (29) proposed
a passivity-based model-predictive control inspired by the relationship between optimal control and
model-predictive control. Moreover, passivity and dissipativity have been studied to achieve stability in
economic models (30), but it is generally difficult to characterize dissipative systems in that context. A
passivity-based model-predictive control was proposed in (31) for the regulation of a robot manipulator.
The introduction of passive constraints proved to be particularly appealing, as robustness against model
uncertainty was inherently ensured. Despite these advantages, the implementation of these controls was
particularly challenging, as discussed in (32).

1.3. Contribution

To the best of the authors’ knowledge, there is no previous application of passivity-based
model-predictive control for speed regulation in PMSMs. This paper proposes an innovative approach
that integrates port-Hamiltonian representation into the optimization problem. The contributions of this
work include:

A novel control strategy based on passivity-based model-predictive control, which effectively
regulates the speed of PMSMs.

A detailed analysis of the impact of different time horizons on the performance and execution
times of the proposed control strategy.

An examination of how passivity and exponential stability constraints influence response times
and simulation times according to the prediction horizon.

1.4. Outline

The rest of this paper is organized as follows. Section 2 introduces the port-Hamiltonian model
of the permanent magnet synchronous generator, as well as the conditions for the existence of the
equilibrium point and the incremental model. The proposed model-predictive control is described in
section 2, followed by the main stability properties in §3.2. Afterwards, section 4 presents a complete set
of numerical experiments, finalizing with the conclusions and proposals for future work (§5).

1.5. Notation

Throughout this document, matrices are represented by capital letters, while vectors and scalars are
denoted by low-case letters. The entries of the matrices are also represented by low-case letters. Thus,
for a matrix A ∈ Rn×n, there are entries aij ; for any vector x ∈ Rn, ∥x∥ is the Euclidean norm and ∥x∥Q
is
√
x⊤Qx with Q ≻ 0; and the symbols ⪰ and ≻ represent the Loewner order of positive semi-definite

|Ingeniería| Vol . 29 | No. 3 | ISSN 0121-750X | E-ISSN 2344-8393 | e22162 | 4 of 21



Passivity-Based Model-Predictive Control for the PMSM Garcés & Gil-González

matrices. The equilibrium point is represented by variables with an overline. The full nomenclature is
presented below:

Nomenclature

η Number of pole pairs

µm Inertia constant

ωe Angular speed

ψm Flux in the permament magnents

τm Electrical torque

τm Mechanical torque

id Input current in the direct axis

iq Input current in the quadrature axis

ld Equivalent inductance in the direct axis

lq Equivalent inductance in the quadrature axis

rs Stator resistance

vd Input voltage in the direct axis

vq Input voltage in the quadrature axis

2. Modeling the permanent-magnet synchronous machine

2.1. State-space representation

The model presented in (1) represents a PMSM connected to a constant mechanical load with a
torque τm:

ld
did
dt

= vd − rsid + ωelqiq,

lq
diq
dt

= vq − rsiq − ωe(ldid + ψm),

µm
dωe

dt
= τe − τm.

(1)

This model is represented within a dq0 reference frame aligned with the q-axis**. The state variables
are the currents in the stator (id, iq) and the rotor’s electrical rotational speed ωe. The electrical torque is
given by (2):

τe =
1

κ
(iq(ldid + ψm)− lqidiq), (2)

where κ = 2/(3η) and η is the number of pole pairs. The rest of the parameters correspond to the stator
inductance ld, lq , the stator resistance rs, the permanent magnet flux linkage ψm, and the inertia µm.

∗∗This implies that vq = 0
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2.2. Port-Hamiltonian model

Port-Hamiltonian systems constitute a family of dynamic systems with useful structural properties
such as passivity and disipativity. This family is a framework used to model and analyze physical
systems by incorporating both energy-based methods and network theory. It is especially useful for
representing complex interconnected systems with energy exchange, such as mechanical, electrical,
hydraulic, or thermal systems. This type of dynamic systems is defined below.

Definition 1. A port-Hamiltonian system with dissipation is a dynamic system that can be described,

in local coordinates, by the following input-state-output representation:

ẋ = (J(x)−R)∇H(x) +Gu,

y = G⊤∇H(x),
(3)

where x represents the state variables, u is the input, y is the output, J = −J⊤ is an interconnection

matrix, R = R⊤ ⪰ 0 is a dissipation matrix, and H is a Hamiltonian function.

The permanent magnet synchronous generator admits a port-Hamiltonian model with state
variables x1 = ldid, x2 = lqiq , and x3 = κµmωe as well as the control input u = [vd, vq, κτm]. The
input-output model is presented in (3), where the Hamiltonian function is a quadratic form given by (4):

H = x⊤Qx. (4)

The specific diagonal and positive semi-definite matrices Q = Q⊤ ⪰ 0 and R = R⊤ ⪰ 0 are defined
as follows:

Q = diag([1/ld, 1/lq, 1/(κµ)]),

R = diag([rs, rs, 0]),
(5)

where R represents the natural damping of the dynamic system. In addition, a bilinear skew-symmetric
interconnection matrix J(x) = −J(x)⊤ is defined, as given below.

J(x) = J0 + x1J1 + x2J2,

where:

J0 =

0 0 0

0 0 −ψm

0 ψm 0

 ,

J1 =

0 0 0

0 0 −1

0 1 0

 ,

J2 =

 0 0 1

0 0 0

−1 0 0

 .
Finally, G and ∇H(x) are given by (6) and (7):

G = diag([1, 1,−κ]), (6)

∇H(x) = Qx. (7)
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In this case, the existence and uniqueness of the solution can be ensured, since the nonlinearities of
the model come in the form of the local Lipschitz continuous functions in x ∈ X ⊆ R3.

Conventionally, PMSMs are operated with a unitary power factor in order to reduce power losses***.
Therefore, the equilibrium point is characterized by id = 0. The desired rotational frequency is ωe, and
τe = τm. Thus, iq = κτm/ψm.

The equilibrium of the port-Hamiltonian system is x = Q−1[id, iq, ωe]
⊤. Likewise, the input in the

stationary state is obtained by isolating the variable u in (3), as shown below:

u = −G−1((J(x)−R))Qx. (8)

Note that (8) is well defined sinceG is non-singular. Next, new state and input variables are defined:
∆x = x− x and ∆u = u− u. These variables allow defining the following incremental model:

∆ẋ = (∆x1J1 +∆x2J2)Qx+ (J(x+∆x)−R)Q∆x+G∆u. (9)

Part of the port-Hamiltonian structure is lost for this incremental model. In fact, the incremental
model (9) can be represented by the following Lurie system****, where the nonlinear part is a
port-Hamiltonian system:

∆ẋ = A∆x+ (J(x+∆x)−R)Q∆x+G∆u,

where A is a 3 × 3 matrix that results from horizontally concatenating the column vectors associated
with ∆x1 and ∆x2 and a zero vector, as given in (10):

A = [J1Qx, J2Qx, 0] . (10)

It is worth noting that A = 0 for x = 0, resulting in the original system (3). However, x ̸= 0 for most
practical applications. Hence, the incremental model is not port-Hamiltonian. This aspect has a direct
consequence on the passive structure of the closed-loop system, which will be analyzed below.

2.3. Passivity

Several dynamic systems, such as port-Hamiltonian ones, share a common structural property
named passivity, which reveals the energy behavior and easily allows to prove stability. The following
definition is used in this article:

Definition 2. A dynamic system ẋ = f(x, u) with the state variables x ∈ X ⊆ Rn, the inputs u ∈ U ⊆ Rm,

and the output y = h(x, u) ∈ Rm is considered to be passive if there is a differentiable storage function

S : X → R with S(x) ≥ 0, satisfying the differential dissipation inequality

Ṡ(x) ≤ u⊤y (11)

across all solutions x(t) corresponding to the input function u.

∗ ∗ ∗Reactive power is given by q = vqiq − vqid. In this vein, since vq = 0 due to the alignment of the reference

frame, the unitary power factor is equivalent to id = 0. Moreover, the power losses are given by rs(i2d + i2q), so they

are reduced as the total current decreases, i.e., when id = 0.
∗ ∗ ∗∗A Lurie system is a linear time-invariant plant connected to a nonlinearity.
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As a port-Hamiltonian system, the model associated with the PMSM is a passive system with a
storage function S(x) = H(x) − H(x̃), where x̃ = arming(H(x)) (zero in this case). Unfortunately,
the port-Hamiltonian structure is lost for the incremental model given by (9). Therefore, additional
conditions are required to maintain passivity*****.

Lemma 1. The incremental model given by (9) is passive with the storage function S = 1
2∆x

⊤Q∆x and the

output y = G⊤Q∆x if the following constraint is imposed:

ϕ1(∆x) ≤ ϕ2(∆x), (12)

where,

ϕ1(∆x) =
1

2
∆x⊤(A⊤Q+QA)∆x, (13)

ϕ2(∆x) = ∆x⊤Q⊤RQ∆x. (14)

Proof. This can be easily proved by calculating Ṡ as given below:

Ṡ =
1

2
∆ẋ⊤Q∆x+

1

2
∆x⊤Q∆ẋ.

Then, (9) is substituted, considering that J is skew symmetric, in order to obtain the following:

Ṡ =
1

2
(A∆x−RQ∆x+G∆u)⊤Q∆x+

1

2
∆x⊤Q(A∆x−RQ∆x+G∆u).

Now, (13) and (14) are used to obtain the following:

Ṡ = ϕ1(∆x)− ϕ2(∆x) + ∆u⊤G⊤Q∆x,

which satisfies (11) with the output y = G⊤Q∆x if inequality (12) holds.

Note that ϕ2(∆x) ≥ 0 for any ∆x, given that R ⪰ 0. However, ϕ1(∆x) may be a saddle; for example,
for x1 = 0, the following holds:

ϕ1(∆x) = q3x3(q1 − q2)∆x1∆x2 + q2q3x2∆x1∆x3,

where q1 = 1/ld, q2 = 1/lq and q3 = 1/(κµ), as previously defined in (5). Eq. (12) holds in a stationary
state since, in that case, ∆x = 0. The constraint is easily satisfied for small values of ∆x. However, it
may be challenging for large deviations from the equilibrium point. Hence, (12) defines a feasible region
for the optimization problem, as presented in the next section.

Fig. 1 shows ϕ1 for a non-salient machine. There are regions in the state space where (12) is naturally
satisfied, e.g., in the points where ϕ1 ≤ 0. Other regions require imposing this passivity constraint, as
proposed in the next section.

∗ ∗ ∗ ∗ ∗See (33), chapter 7, for more details about the passivity of port-Hamiltonian systems
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Figure 1. 3D representation of ϕ(∆x) for ld = lq (non-salient rotor)

3. Proposed model-predictive control

3.1. The optimal control problem

Model-predictive control can be considered as a variant of an optimal control problem applied in
a receding horizon. The concept is based on four simple steps: measurement or estimate of the state xt
(step 1) and the solution of the optimal control problem in a finite horizon T (step 2). This optimization
problem yields a sequence of optimal inputs {ut, ut+1, ut+2, . . . } over the entire horizon. However, we
only execute the control command ut (step 3) and wait until the next step to take the measurements of
the state xt+1 and solve the optimization model once again (step 4). These steps are schematically shown
in Fig. 2.

t

x(t)

t t+ 1

1

t

u(t)

t t+ 1

ut

3

xt

ut

min
∫ T
0 ℓ(x, u)dt

ẋ = f(x, u)

x ∈ X
u ∈ U
x0 = xt

2

4

Figure 2. Schematic representation of the model-predictive control
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In the case of the permanent magnet synchronous generator, the state space is assumed to be X =

R3, and the input space is defined by the set of feasible inputs. The external torque is known, making
u3 = u3 = τm. This entails the following input set:

U =
{
∆u ∈ R3 : ∆u3 = 0

}
The passivity condition given by Lemma 1 is incorporated into the optimization to ensure structural

properties in closed-loop operation.
This work proposes the following optimal control problem, which is translated, without loss of

generality, from t = 0 into t = T :

mı́n

∫ T

0

∆x⊤Q∆x+∆u⊤M∆u+ αpz
2
p + αez

2
e dt,

∆ẋ = A∆x+ (J(x+∆x)−R)Q∆x+G∆u,

∆y = G⊤Q∆x,

ϕ1(∆x)− ϕ2(∆x) ≤ zp,

∆y⊤∆u ≤ − ϵ

2
∆x⊤Q∆x+ ze,

∆u ∈ U,

∆x ∈ X,

(15)

where M ≻ 0 is a weight matrix related to the inputs, and (zp, ze) are slack variables that allow
defining soft constraints. Note that, the rest of the variables were already defined in the previous section.

Soft constraints are used to ensure the feasibility of the optimization problem, allowing for some
degree of violation, which is penalized in the cost function through a quadratic form with weights αp

and αe. Unlike hard constraints, which must be satisfied at all times, soft constraints provide the control
optimization process with a certain degree of flexibility. However, it is expected that zp = ze = 0 for
most of the control execution time. In this case, ϵ is a small positive constant used to ensure exponential
stability, as presented in the next section.

3.2. Stability analysis

Proving stability in nonlinear controls is challenging. In particular, stability in model-predictive
control is usually obtained by adequately selecting the terminal conditions (34). These conditions
include a penalization factor or a constraint associated with the time t = T . In this case, a different
approach was employed, wherein stability is imposed by the passivity conditions. Next, some of the
basic concepts required for stability analysis are reviewed.

Theorem 1 (See (35) §3.1). Consider a nonlinear dynamic system ẋ = f(x) and assume that there is a

continuously differentiable function V : X → R, such that

V (0) = 0

V (x) > 0, ∀x ̸= 0

V̇ (x) ≤ 0, ∀x.
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Then, the zero solution is stable in the sense of Lyapunov. If the last inequality is strictly satisfied, then the system

is asymptotically stable. Finally, the system is exponentially stable if V satisfies

α ∥x∥p ≤ V (x) ≤ β ∥x∥p

V̇ (x) ≤ −ϵV (x).

It is important to recall that exponential stability is a stronger result than asymptotic stability.
Exponential stability implies that the deviations from the equilibrium state decay at an exponential
rate. This means that the system returns to a stable equilibrium state more quickly in comparison with
systems that only exhibit asymptotic stability. A faster decay is often crucial in practical applications,
in order to ensure a swift recovery from perturbations. Moreover, exponential decay provides a
predictable and well-defined rate at which the system returns to equilibrium. This rate can be used in
practice for further stability analysis of the entire system.

In our case, the passivity condition imposed on the optimal control problem allows easily proving
exponential stability, as presented below:

Theorem 2. Consider the incremental model (9), where the input ∆u is calculated through the optimal control

problem (15). Suppose that the feasibility of the optimization problem is ensured in every state along the closed-loop

trajectory with zp = ze = 0. Then, the resulting closed-loop system is exponentially stable.

Proof. First, the conditions for the passivity of the incremental model are established. Note that

inequality (12) holds when zp = 0. In that case, the system is passive, so it holds that Ṡ ≤ ∆y⊤∆u.

Moreover, when ze = 0, Ṡ ≤ −ϵS, with ϵ > 0 and S = 1
2∆x

⊤Q∆x. Finally, exponential stability is

proved by invoking Theorem 1.

4. Simulations and results

Numerical experiments were performed using Casadi in the Matlab-Simulink environment (36) in
order to validate our proposal. All the parameters of the PMSM are presented in Table I

Table I. Parameters of the permanent magnet synchronous machine

Parameter Variable Value Unit

Permanent magnet flux linkage ψm 0.03 Wb

d-axis inductance ld 0.20 mH

q-axis inductance lq 0.20 mH

Stator resistance rs 13.0 mΩ

Electrical rotational speed ωe 100π rad/s

Inertia µm 0.2/ωe kg/m2

Pole pairs η 6
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Direct collocation with multiple shooting was employed to solve the optimal control problem.
Discretization was carried out using an implicit Runge-Kutta method to ensure numerical stability.
Three numerical simulations were performed, aiming to evaluate different features of the control,
namely:

S1 : An analysis under different horizons was considered for the optimal control problem.

S2 : The effects of the passivity and the exponential stability constraint were evaluated.

S3 : The performance of the proposed control was compared against those of the passivity-based
speed (PBS) control presented in (14).

The tuning parameters for the passivity-based model predictive control were Q =

diag([1/ld, 1/lq, 1/(κµ)]) and M = diag([1., 1, 1])× 10−3.

4.1. Results of simulation S1

This subsection studies the effect of different step horizons on the proposed control strategy. Fig.
3 illustrates the dynamic responses of the stator currents (Figs. 3a and 3b) and the rotor’s electrical
rotational speed (Fig. 3c) for the proposed control applied to the PMSM under different horizons. The
reference of the electrical rotational speed x̄3 varies by ±ωe. Fig. 3d presents the simulation times for
each of the prediction horizons analyzed.

By analyzing Fig. 3, it can be noted that, for the various prediction horizons employed, the motor
achieves the desired references in less than 30 ms (Fig. 3c). Additionally, after five prediction horizons,
the dynamic responses of the permanent magnet synchronous motor exhibit a similar behavior.
Meanwhile, for a one-step horizon, the response time takes 10 ms longer on average to stabilize, albeit
with the shortest simulation time, reporting reductions of 42.74 and 88.71 % when compared to the
seven- and 19-step horizons (Fig. 3d). This indicates that, in a larger system, a longer horizon will be the
best option.

4.2. Results of simulation S2

This section analyzes the effect of including (or not) the passivity or the exponential stability
constraint for the step horizons h = 1 and h = 19. The first constraint analyzed is passivity, whose
effect is determined by whether it is eliminated from the optimization model presented in (15). Fig. 4
shows the dynamic responses of the stator currents (Figs. 4a and 4b) and the rotor’s electrical rotational
speed (Fig. 4c) for the proposed control applied to the PMSM under various horizons. The reference of
the electrical rotational speed x̄3 remained between ±ωe. Fig. 4d depicts the simulation time under the
prediction horizons h = 1 and h = 19 with and without the passivity constraint.

In Fig. 4, note that, when the prediction horizon is equal to one (h = 1), the impact of the passivity
constraint on the proposed control’s performance becomes evident, as the simulation times increase
(Figs. 4a and 4c). When the prediction horizon is set to h = 19, the passivity constraint has minimal
impact on the performance of the proposed control. This suggests that, for extended prediction
horizons, the proposed control exhibits a passive behavior. Fig. 4d shows that the simulation times
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Figure 3. Transient behavior of the proposed control applied to the PMSM under different horizons

increase by about 3.08 and 3.80 times with the inclusion of the passivity constraint in the optimization
model for h = 1 and h = 19, respectively.
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Figure 4. Effect of applying (solid line) or not applying (dashed line) the passivity constraint

Next, the effect of the exponential stability constraint on the optimization model (15) will be
analyzed. Fig. 5 presents the dynamic responses of the proposed model with and without the constraint.
Figs. 5a and 5b illustrate the stator currents id and iq , respectively. Fig. 5c shows the rotor’s electrical
rotational speed, and Fig. 5d depicts the simulation times for the prediction horizons h = 1 and h = 19

with and without the constraint.
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Figure 5. Effect of applying (solid line) or not applying (dashed line) the exponential stability constraint

By analyzing Fig. 5, it can be concluded that the effect of the exponential stability constraint on
the proposed control is an increase in simulation times. This effect becomes more pronounced as the
prediction horizon increases (Figs. 5b and 5c). Fig. 5d shows that including the constraint increases the
simulation time by factors of 2.57 and 2.69 for h = 1 and h = 19, respectively.
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4.3. Results of simulation S3

This subsection compares the performance of the proposed control against that of the PBS control
described in (14). Fig. 6 depicts the dynamic responses of the stator currents (Figs. 6a and 6b) and the
rotor’s electrical rotational speed (Fig. 3c) for the proposed control and the PBS approach applied to the
PMSM. Our proposal was analyzed with the step horizons h = 1 and h = 19.
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Figure 6. Results of the comparison between the proposed control with h = 1 and h = 19 and the PBS

control

Note that, with h = 1, our proposal exhibited a similar performance to that of the PBS control in
regulating the motor’s speed. However, when the step horizon was increased to h = 19, the proposed
control reported a faster response time and a quicker settling, indicating a superior performance.
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5. Conclusions

This paper presented a valuable contribution to the field of control for permanent magnet
synchronous machines. The proposed approach, based on passivity modeling and model-predictive
control, represents an innovative and effective method for speed regulation in PMSMs. The results
demonstrate that our strategy achieves the desired references in less than 30 ms under various
prediction horizons. Furthermore, after five prediction horizons, the dynamic responses of the
permanent magnet synchronous motor maintain a similar behavior. However, with a prediction
horizon of h = 1, the response time takes 10 ms longer on average to stabilize when compared to the
other horizons considered. Still, the simulation time for the one-step horizon is the shortest, showing
reductions of 42.74 and 88.71 % compared to h = 7 and h = 19, respectively. This demonstrates that a
longer prediction horizon can be more effective in larger systems.

We analyzed the impact of including or excluding the passivity and exponential stability constraints
on the proposed control. The results indicated that, for the prediction horizon of one step, the passivity
constraint significantly affects the response time of our proposal, slowing down its performance.
Conversely, for h = 19, the passivity constraint has minimal impact, suggesting that, for longer
prediction horizons, the proposed control exhibits a passive behavior. Additionally, including this
constraint leads to increased simulation times, i.e., approximately 3.08 and 3.80 times longer for h = 1

and h = 19, respectively.

On the other hand, the exponential stability constraint decelerated the proposed control, with this
effect becoming more noticeable as the prediction horizon grew longer. The inclusion of this constraint
increased the simulation times by a factor of 2.57 and 2.69 for h = 1 and h = 19, respectively.

These findings contribute to the understanding of the factors influencing control performance and
provide guidance for the practical implementation of efficient PMSM control systems. In summary,
this study underscores the importance of integrating passivity and exponential stability constraints in
the advancement of sophisticated control strategies for industrial applications. Finally, a comparison
between our proposal and PBS control was conducted, with the former demonstrating a superior
performance.

As a future endeavor, the controller could be expanded to various applications, including the
regulation of synchronous machines in power systems and voltage source converters. Expanding the
controller’s scope to these domains would further validate its effectiveness and broaden its practical
applicability in various industrial contexts.
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