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Resumen:

Este articulo presenta una revision critica y multidimensional del modelo Cyber Kill Chain
(CKC) en el contexto actual de amenazas cibernéticas no lineales y multidominio. Se analizan
sus limitaciones estructurales frente a ataques modernos, su integracién con marcos como
MITRE ATT&CK y teoria de juegos, y se propone su evolucion hacia arquitecturas adaptativas
e interoperables. El estudio se apoya en evidencia empirica y conceptual, considerando ademas
implicaciones éticas, normativas y operativas relacionadas con la inteligencia artificial y el uso
de OSINT. Como resultado, se demuestra que el CKC, aunque insuficiente por si solo, conserva
valor analitico cuando se enriquece con herramientas contemporaneas. Se identifican lineas de
investigacion orientadas a su automatizacion, formalizacion y adecuacion a escenarios
emergentes como UAVs, 10T y guerra cognitiva. Esta evaluacion busca contribuir a una

ciberdefensa técnica, ética y resiliente.
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ética algoritmica.
Abstract:

This article presents a critical and multidimensional reassessment of the Cyber Kill Chain

(CKC) model within the current landscape of nonlinear, multidomain cyber threats. The paper



analyzes its structural limitations against modern attacks, explores its integration with
frameworks such as MITRE ATT&CK and game theory, and proposes its evolution toward
adaptive and interoperable architectures. The study is grounded in empirical and theoretical
evidence, also addressing ethical, regulatory, and operational implications associated with
artificial intelligence and OSINT. Findings demonstrate that while CKC is insufficient as a
standalone model, it retains analytical value when augmented with contemporary tools. Future
research directions include automation, formalization, and adaptation of the model for emerging
contexts such as UAVSs, 10T, and cognitive warfare. This evaluation aims to contribute to a

technically sound, ethically guided, and resilient approach to cyber defense.

Keywords: Cyber Kill Chain, cybersecurity, artificial intelligence, OSINT, ATT&CK,

algorithmic ethics.

1. Introduccion

El modelo Cyber Kill Chain (CKC), propuesto por Lockheed Martin en 2011 [1], constituye
una de las bases doctrinales méas ampliamente aceptadas en ciberseguridad para el analisis y
deteccion de ataques. Disefiado originalmente para estructurar las fases de un ciberataque desde
una perspectiva ofensiva-defensiva, el CKC descompone la intrusion en siete fases:
Reconocimiento, Armamento, Entrega, Explotacion, Instalacion, Comando y Control (C2), y
Acciones sobre el Objetivo. Esta representacion secuencial ha servido como pilar para disefiar
estrategias defensivas proactivas, priorizar alertas en sistemas SIEM, y desarrollar respuestas
incidentales coordinadas. De hecho, revisiones sistematicas recientes confirman su eficacia y
continua aplicacion como una herramienta estratégica para la defensa empresarial, lo que
justifica una reevaluacion de sus capacidades en lugar de su descarte [24]. Sin embargo, la
aparicion de actores con capacidades de inteligencia artificial, el uso de arquitecturas de ataque

no lineales, y la inclusion de nuevos dominios operacionales como el espacio ultraterrestre, los



enjambres de UAVs y el ecosistema IoT, ponen en cuestion la suficiencia del CKC como Unico
modelo operativo. En esta revision técnica se propone una reevaluacion de su aplicabilidad,
incorporando analisis desde marcos emergentes como ATT&CK, teoria de juegos, y modelos
probabilisticos adaptativos, con el fin de mejorar su capacidad predictiva y su resiliencia en

entornos dindmicos y multidominio.

2. Fundamentos Tedricos y Estado del Arte

2.1 Origenes del Modelo Cyber Kill Chain

La concepcidén del Cyber Kill Chain (CKC) esta directamente inspirada en doctrinas de combate
militar estadounidenses, especificamente en el concepto de "kill chain™ desarrollado para
operaciones cinéticas, donde la identificacion, localizacion, seguimiento y destruccion del
objetivo constituyen fases secuenciales de una operacion bélica [1]. Lockheed Martin, al
extrapolar esta l6gica al dominio cibernético, estructuré el CKC como una herramienta
metodoldgica que permitiera a los analistas identificar, interrumpir o mitigar un ciberataque en
curso. En el ambito doctrinal, el CKC fue rapidamente acogido por organismos como el
Departamento de Defensa (DoD), la NSA y el NIST, incorporandose a guias y marcos

normativos sobre ciberdefensa tactica y operativa.

A nivel técnico, cada una de las siete fases del modelo CKC representa un punto potencial de
intervencion y contencion. La fase de Reconocimiento implica la recopilacidn pasiva o activa
de informacidn sobre el objetivo, lo cual puede incluir técnicas OSINT, fingerprinting de red,
y analisis de vulnerabilidades publicas. EI Armamento se refiere a la construccion del vector de
ataque, como malware, exploits personalizados o scripts automatizados. La Entrega marca el
momento de insercidn del artefacto, mediante phishing, enlaces maliciosos o acceso fisico. La

Explotacion busca ejecutar codigo en el sistema objetivo, seguido por la Instalacion del



malware que garantice persistencia. Luego, en C2, se establece un canal de comunicacion
remoto que habilita el control adversario, y finalmente se llevan a cabo las Acciones sobre el
Objetivo, tales como extraccion de datos, sabotaje o propagacion lateral. Cabe destacar que el
modelo sigue siendo un pilar fundamental no solo para la defensa, sino también para las
précticas ofensivas modernas como el pentesting, donde se adapta para estructurar y ejecutar

ataques simulados de manera metodica [25].

2.2 Criticas al Modelo Lineal y Perspectivas Alternativas

Diversas investigaciones han sefialado que el modelo CKC, si bien datil en contextos
estructurados, no refleja adecuadamente las dinamicas actuales de amenazas persistentes
avanzadas (APT), ataques multi-vectoriales o campafias asincronicas [2][3]. La critica més
comdn es su caracter excesivamente lineal, el cual asume que un ataque progresa
necesariamente de una fase a la siguiente, cuando en la practica muchos adversarios operan en
ciclos iterativos, fases paralelas o incluso retroalimentadas. En respuesta a estas limitaciones,
han surgido enfoques mas comprensivos como la Unified Kill Chain (UKC), la cual expande el
modelo a 18 fases para integrar de forma nativa la granularidad de ATT&CK y cubrir todo el
ciclo de vida del adversario de manera mas completa [26]. Adicionalmente, se han desarrollado
modelos explicitamente defensivos, como el "SOC Critical Path", que reinterpreta la cadena de
ataque desde la perspectiva de un Centro de Operaciones de Seguridad (SOC) para priorizar

acciones de defensa y contencion de manera mas eficaz [23].

En contextos modernos, los ataques pueden omitir fases enteras (por ejemplo, saltar de
reconocimiento a acciones directas gracias al uso de credenciales filtradas), o adaptarse
dindmicamente seglin la respuesta del entorno defensivo. Esta flexibilidad tactica no esta
adecuadamente modelada en el CKC tradicional. De igual forma, marcos como MITRE

ATT&CK permiten mapear comportamientos en maltiples plataformas, fases de persistencia o



movimiento lateral con un alto nivel de especificidad, lo cual ha llevado a muchas

organizaciones a utilizar ambos marcos de forma complementaria [4].

2.3 Aplicaciones del CKC en Nuevos Dominios

Pese a las limitaciones mencionadas, el CKC ha sido extendido a dominios operativos
emergentes con resultados prometedores. En el ambito aeroespacial, el SDA TAP Lab ha
desarrollado aplicaciones basadas en CKC para cerrar brechas en la deteccion de amenazas anti-
satélite y optimizar respuestas automatizadas a eventos de riesgo orbital [5]. En escenarios
militares, el CKC se ha usado para modelar ataques coordinados de enjambres de UAVS,
mediante arboles de comportamiento que permiten reducir el tiempo de cierre de la cadena y
aumentar la letalidad tactica [6]. En el ecosistema 10T, se ha propuesto el 10T Kill Chain
(IoTKC), una variante que contempla vectores de ataque propios de dispositivos embebidos,

conectividad inestable y autenticacion débil [7].

Cada una de estas aplicaciones ha requerido adaptar las fases tradicionales del CKC a sus
particularidades. Por ejemplo, en 0T, el armamento puede implicar firmware modificado, la
entrega puede aprovechar protocolos como MQTT, y el comando y control puede establecerse
mediante botnets distribuidas. Esta capacidad de adaptacion sugiere que, si bien el CKC no es
suficiente por si solo, si representa un marco base Gtil cuando es integrado con modelos

dindmicos y tecnologias emergentes.

3. Inteligencia Artificial y Asimetria Operativa en el CKC

3.1 Potenciacion de la Ofensiva mediante Inteligencia Artificial

En el contexto contemporaneo de ciberseguridad, la inteligencia artificial (I1A) ha alterado
significativamente la balanza de poder entre atacantes y defensores, generando una marcada

asimetria operativa a favor de los primeros. Herramientas de automatizacion y aprendizaje



supervisado y no supervisado han permitido a los actores maliciosos optimizar las fases
iniciales del CKC, especialmente Reconocimiento, Armamento y Entrega [8][9]. Ejemplos
emblematicos incluyen la utilizacion de GyoiThon, que automatiza la identificacion de
tecnologias y vulnerabilidades en servidores web, y DeepExploit, un framework basado en

reinforcement learning que permite seleccionar y ejecutar exploits de manera autbnoma.

Las redes generativas antagonicas (GANSs) también han sido instrumentalizadas en la
generacion de dominios de comando y control (C2), evadiendo blacklistings convencionales
mediante Domain Generation Algorithms (DGASs) dindmicos [10]. Asimismo, el concepto de
Smart Delivery Malware ha introducido cargas maliciosas que no se activan hasta identificar
condiciones Optimas de ejecucién, como intervalos de inactividad del usuario o patrones
especificos de tréafico de red, simulando conductas benignas ante mecanismos de deteccion

superficial.

3.2 Limitaciones de la Defensa Tradicional Frente a la A Ofensiva

A pesar de los avances en tecnologias defensivas, la brecha de efectividad entre ofensiva y
defensa cibernética permanece amplia. Kazimierczak et al. [8] estiman una desventaja de 2.1:1
para los mecanismos defensivos actuales frente a herramientas de ataque potenciadas por IA.
Esta desventaja se evidencia en la limitada eficacia de herramientas como PhishSpy, que aunque
alcanza una precision del 95 % en entornos de prueba, disminuye su rendimiento ante ataques

adversariales que utilizan adversarial training para evadir clasificadores.

Otra limitacion critica es la dependencia de firmas estaticas o detecciones por comportamiento
no contextualizadas, lo cual se traduce en una alta tasa de falsos negativos frente a ataques
novedosos o0 altamente adaptativos. Soluciones emergentes como el Autonomous Response

Controller (ARC), basado en cadenas de Markov competitivas, han demostrado mayor



capacidad para responder a amenazas en tiempo real, pero su adopcién en entornos productivos

aun es incipiente.

3.3 Perspectivas de la 1A Defensiva: Hacia una Resiliencia Multicapas

Diversos estudios sugieren que la superacion de esta asimetria requiere un enfoque defensivo
multicapa basado en aprendizaje hibrido, deteccidn colaborativa y entrenamiento adversarial
[8][11]. EIl uso combinado de técnicas supervisadas, no supervisadas y de aprendizaje por
refuerzo en arquitecturas de deteccion permite identificar comportamientos anomalos en fases
tempranas de la CKC. Por ejemplo, la integracion de Random Forest, SVM y redes neuronales
convolucionales ha demostrado mejorar la precision en la deteccion de malware polimorfico en
entornos Android [8]. Enfoques innovadores proponen la aplicacion de técnicas de forensia
digital en tiempo real para la deteccion temprana de ataques en curso, permitiendo a los

defensores identificar artefactos maliciosos mientras el ataque aun se esta desarrollando [21].

Asimismo, la proteccion de los datos de entrenamiento mediante cifrado homomorfico y el uso
de estrategias de federated learning permiten reducir el riesgo de ataques de inferencia o model
stealing en sistemas de defensa basados en IA. Estos enfoques deben acompafiarse de auditorias
algoritmicas y métricas de equidad para evitar sesgos inadvertidos que puedan excluir falsos

positivos o legitimar comportamientos no maliciosos como amenazas.

3.4 Implicaciones Estratégicas

La 1A no sélo transforma las tacticas individuales dentro del CKC, sino que modifica la légica
operacional completa del conflicto cibernético. La velocidad de toma de decisiones, la
adaptabilidad de los ataques y la evasion dinamica de controles defensivos configuran un
entorno donde la latencia humana se convierte en un punto de vulnerabilidad. En este sentido,

el desarrollo de sistemas autonomos de deteccion y respuesta debe estar alineado con principios



éticos, regulaciones internacionales y capacidades de interpretaciébn humana, para evitar

respuestas automatizadas desproporcionadas o inadecuadas.

4. Integracion del CKC con Marcos Complementarios y Arquitecturas Emergentes

4.1 Complementariedad entre CKC y MITRE ATT&CK

El modelo CKC, si bien proporciona una estructura narrativa util para la trazabilidad de
ataques, carece de la granularidad técnica necesaria para mapear TTPs especificos (Tactics,
Techniques and Procedures). En contraste, el marco MITRE ATT&CK ha emergido como una
taxonomia extensiva de comportamientos adversarios organizada por plataformas, fases y
objetivos. A diferencia del CKC, ATT&CK permite representar técnicas especificas (por
ejemplo, "Credential Dumping"” o "Timestomping™) que pueden estar presentes en multiples

fases del CKC, disolviendo la estructura lineal a favor de una matriz multidimensional [4].

La integracion préactica de ambos modelos puede realizarse mediante una correlacion cruzada,
donde ATT&CK actlie como médulo de enriquecimiento de inteligencia dentro de cada fase
del CKC. Por ejemplo, durante la fase de Explotacion, ATT&CK permite discriminar entre
vulnerabilidades explotadas localmente (T1203) versus remotamente (T1210), brindando
mayor especificidad para acciones de respuesta. Herramientas como ATT&CK Navigator y
CALDERA han permitido implementar esta integracion en plataformas de deteccion vy
orquestacion automatizada. Esta integracion es la base de las practicas modernas de emulacion
de adversarios, donde los equipos de seguridad (Purple Teams) utilizan la inteligencia de
amenazas mapeada en ATT&CK para simular ataques realistas y validar proactivamente la

eficacia de sus controles defensivos [27].



4.2 Aplicacién de Teoria de Juegos al Modelado de Ataques

Desde una perspectiva estratégica, los ataques cibernéticos pueden modelarse como juegos de
Stackelberg o juegos diferenciales, donde el atacante y el defensor optimizan sus acciones en
funcién de las decisiones del oponente. EI CKC puede ser reinterpretado como una secuencia
de estados dentro de un juego secuencial imperfecto, donde cada fase representa una decision

binaria (intervenir o no) sujeta a costos, beneficios y observabilidad parcial [12].

Investigaciones como la de Kour et al. [12] proponen formalizaciones matematicas del CKC
utilizando matrices de transicion, recompensas asociadas y estados absorbentes. Estas
aproximaciones permiten identificar equilibrios de Nash y estrategias dominantes para cada
parte, optimizando la asignacion de recursos defensivos en fases criticas. La aplicacion de este
enfoque también facilita el disefio de honeypots estratégicos y respuestas diferidas (delayed
response) que modulan el comportamiento del adversario. Esto se alinea con estrategias
defensivas mas amplias, como el "cyber threat hunting" inducido por tecnologias de engafio,
que acttan como una ultima linea de defensa para frustrar a los atacantes y recopilar inteligencia

sobre sus metodos, especialmente en entornos criticos como las redes SCADA [22].

4.3 Arquitecturas Blackboard para Coordinacion Dindmica

Una arquitectura blackboard se compone de un espacio compartido de conocimiento
(blackboard) donde agentes expertos especializados (conocidos como knowledge sources)
depositan hipétesis, inferencias y resultados parciales. En el contexto del CKC, este tipo de
arquitectura puede ser utilizada para coordinar multiples sensores, motores de inferencia, y

modulos de respuesta ante incidentes en tiempo real [13].

Straub [13] demuestra la eficacia de combinar CKC y ATT&CK dentro de una arquitectura
blackboard, donde cada fase del CKC corresponde a un subsistema especializado. Esta

distribucion modular mejora la escalabilidad, la resiliencia frente a fallos de componentes, y la



adaptabilidad ante amenazas nuevas. Ademas, permite implementar mecanismos de
razonamiento basado en evidencia, donde las decisiones se actualizan en funcién de datos

contextuales provenientes de maltiples fuentes (trafico, logs, alertas de EDR).

4.4 Limitaciones de la Interoperabilidad Semantica

Uno de los retos persistentes en la integracion de modelos como CKC y ATT&CK es la
divergencia semantica en la representacion de eventos. Mientras CKC se enfoca en el flujo
I6gico de ataque, ATT&CK categoriza acciones individuales sin una dependencia explicita
entre ellas. Esto genera dificultades para traducir detecciones especificas en acciones
correlacionadas dentro de la cadena de ataque. Para resolver este obstaculo, se ha propuesto la
estandarizacion de taxonomias mediante STIX 2.1y el uso de lenguajes de orquestacion como

OpenC2.

En conclusion, la interoperabilidad entre modelos requiere no sélo integracion técnica, sino
también convergencia semantica y operacional. La armonizacion de estos enfoques constituye

un paso esencial hacia una defensa cibernética basada en conocimiento, adaptativa y explicable.

5. Implicaciones Eticas, Epistemologicas y Normativas del CKC

5.1 El CKC como Marco Epistémico: Modelando la Amenaza

Desde una perspectiva epistemoldgica, el CKC no solo constituye una herramienta para
describir ataques, sino también un marco que moldea la manera en que las amenazas son
conceptualizadas, priorizadas y combatidas [14]. Segun Muller [14], el modelo encarna una
I6gica vigilante que traduce dindmicas sociotécnicas complejas en narrativas lineales,
simplificadas y operativamente viables. Esta traduccion es necesaria para articular respuestas

institucionales, pero también puede generar sesgos en la atribucion de riesgo, delimitando



artificialmente lo que se considera una amenaza legitima frente a lo que se excluye por no

encajar en la cadena.

Al promover una vision estructurada de la agresion, el CKC puede inadvertidamente favorecer
estrategias defensivas centradas en el vector técnico, dejando de lado factores contextuales,
sociales y organizacionales. En este sentido, su uso indiscriminado en ambientes automatizados
puede cristalizar supuestos culturales sobre quién representa una amenaza y cdmo deben

priorizarse los incidentes, particularmente en contextos geopoliticos o de inteligencia militar.

5.2 Sesgo Algoritmico y Automatizacion de Decisiones

La implementaciéon automatizada del CKC en sistemas de deteccidn y respuesta basados en
inteligencia artificial conlleva riesgos significativos en términos de equidad, transparencia y
responsabilidad. Los algoritmos entrenados para identificar amenazas a partir de datos
historicos corren el riesgo de replicar sesgos estructurales, amplificando patrones
discriminatorios sobre determinadas geografias, comportamientos o tecnologias [15]. Por
ejemplo, la excesiva representacion de trafico proveniente de ciertas regiones en bases de datos
de amenazas puede inducir modelos de clasificacién que sobredimensionan el riesgo asociado

a dichas ubicaciones.

Este fendbmeno es particularmente critico en sistemas de respuesta autbnoma que operan con
latencia minima, donde las decisiones son tomadas sin supervision humana directa. La ausencia
de mecanismos de auditoria algoritmica y explicacién causal en estos modelos puede derivar
en consecuencias operativas adversas, incluyendo falsas alarmas sistematicas, bloqueos

indebidos o escaladas innecesarias de respuesta.



5.3 OSINT, Vigilancia Digital y Proteccién de la Privacidad

La fase de reconocimiento del CKC ha evolucionado hacia una sofisticacion sin precedentes
gracias al uso masivo de técnicas de Open Source Intelligence (OSINT). Plataformas
automatizadas pueden recolectar, correlacionar y explotar datos pablicos y semipublicos a una
escala que bordea la vigilancia masiva [16]. Esta capacidad, aunque util desde la perspectiva de
la defensa, plantea tensiones éticas y juridicas relacionadas con el consentimiento, la

transparencia y la proteccion de datos personales.

Normativas como el Reglamento General de Proteccién de Datos (GDPR) de la Unidn Europea
establecen principios estrictos sobre la minimizacion, legitimidad y proporcionalidad del
tratamiento de datos, los cuales pueden entrar en conflicto con practicas OSINT agresivas. En
particular, el principio de proposito limitado entra en tension con el uso de datos recolectados
para fines indefinidos o cambiantes como la seguridad nacional o la ciberinteligencia. Estas
tensiones se agravan cuando los datos utilizados han sido generados por usuarios sin conciencia
clara de su exposicion, como metadatos en redes sociales, nombres de dominio o contenidos

indexados.

5.4 Hacia una Ciberdefensa Etica y Responsable

Ante estos desafios, diversos autores y organismos han abogado por el desarrollo de marcos de
gobernanza algoritmica y ciberética que regulen la implementacion del CKC y modelos
similares en entornos operacionales. Se ha propuesto la adopcion de principios de disefio
responsables, que incluyan auditoria continua, documentacion explicita de supuestos, y

participacion multidisciplinaria en la evaluacién de riesgos sociotécnicos [15][17].

En sintesis, la eficacia operativa del CKC debe equilibrarse con su impacto normativo y
cultural, evitando que la automatizacién de la defensa conlleve una deshumanizacién de la

seguridad. Las futuras aplicaciones del CKC en entornos de alta autonomia deben incluir



salvaguardas que garanticen la rendicion de cuentas, la proteccién de los derechos

fundamentales y la interpretacion humana de las decisiones criticas.

6. Conclusiones y Perspectivas Futuras

El Cyber Kill Chain, concebido como un modelo lineal para representar la progresion tactica
de un ataque cibernético, ha demostrado una utilidad duradera en entornos operativos,
institucionales y de formacion. No obstante, la evolucion del panorama de amenazas exige una
revision critica y expansiva de sus postulados fundamentales. Este trabajo ha argumentado que,
si bien el CKC mantiene valor como esquema de referencia, debe ser complementado con

enfoques mas dindmicos, modulares y éticamente responsables.

Desde una perspectiva técnica, se ha evidenciado que la inteligencia artificial ha profundizado
la asimetria entre atacantes y defensores, demandando soluciones defensivas basadas en 1A
hibrida, federated learning, y cifrado homomorfico. Asimismo, la combinacion del CKC con
marcos como MITRE ATT&CK, teoria de juegos y arquitecturas blackboard permite dotarlo
de una mayor adaptabilidad y granularidad operativa, facilitando la deteccién de APTs y

ataques no secuenciales.

En el plano estratégico, se han propuesto mecanismos para armonizar modelos de
ciberseguridad con principios normativos y éticos. Las problematicas derivadas del sesgo
algoritmico, la automatizacion de decisiones sin interpretacién humana, y el uso masivo de
OSINT exigen la formulacién de una ciberdefensa que combine eficacia operativa con

rendicion de cuentas, proteccion de derechos y gobernanza transparente.

Las lineas futuras de investigacion deben incluir:

e Desarrollo de CKC adaptativos mediante redes bayesianas dinamicas y procesos de

Markov ocultos.



e Automatizacion de la simulacion de cadenas de ataque completas mediante 1A,
utilizando LLMs para interpretar inteligencia de amenazas y planificar escenarios de
prueba dinamicos, tal como demuestran sistemas emergentes [28].

¢ Implementacion de auditorias algoritmicas explicables en entornos SOC auténomos.

e Evaluacion empirica del CKC extendido en dominios emergentes como guerra

cognitiva, operaciones satelitales y vehiculos autbnomos conectados.

En conclusién, el CKC no debe ser descartado, sino repensado y expandido. Su evolucion debe
orientarse hacia una arquitectura interoperable, automatizada y humanamente interpretable que

responda a las complejidades de un entorno de amenazas post-lineal y multidominio.
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