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The objective of  the method is to provide a contribution to medicine in the hands of  all 
clinical staff  responsible for the diagnosis of  prostate cancer, a method of  prediction, 
as a support for diagnosis, seeking stability and tranquility of  the affected patients. 

Prostate cancer is a common type of  cancer in men, it is slow and silent, and they 
respond to timely treatment.
There is great importance in the early diagnosis when it has not yet invaded the 
prostate gland, currently there is a need to deepen the objective prediction tools. This 
article presents an analysis and development of  an application for early diagnosis of  
this cancer from the multiparameter magnetic resonance of  patients, in this case 
patient images are used to detect lesions in the prostate and the Data and Reports 
System Prostate images (PI-RADS).

RESUMEN

ABSTRACT: 

Palabras clave:  

geometría, 
diagnóstico, 

resonancia magnética, 

cáncer, 

próstata.

El cáncer de próstata es frecuente en los hombres, es lento y silencioso, y responde a un 
tratamiento oportuno. Existe una gran importancia del diagnóstico temprano cuando 
aún no ha invadido la glándula prostática; actualmente, se ha visto la necesidad de 
profundizar en las herramientas de predicción objetiva. En este artículo se presenta un 
análisis y desarrollo de una aplicación para diagnóstico temprano de este cáncer a 
partir de la resonancia magnética multiparamétrica de pacientes, usándose imágenes 
de pacientes para detectar lesiones en la próstata y el Sistema de Datos e Informes de 
Imágenes de próstata (PI-RADS). Se obtiene un método que proporciona al personal 
clínico encargado del diagnóstico de cáncer de próstata un método de predicción 
aceptable como soporte al diagnóstico, estable, y que no intranquiliza pacientes 
afectados. 
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For the use of  the prostate cancer diagnosis support 
system, Magnetic Resonance imaging was used taking 
into account the general evaluation of  PI-RADS, which 
is different due to the location of  the lesion, because in 
the transition zone The evaluation of  PI-RADS is 
determined by the T2W score and is sometimes 
modified by the DWI score, but in the peripheral area 
the evaluation of  PI-RADS is determined by the DWI 
and ADC scores.

The second part shows a list of  the equations used to 
make the geometric study, on magnetic resonance 
imaging with weighting in sequence T2 (T2W), by 
diffusion (DWI-ADC), together with the analysis of  
the structures involved, through the extraction of  
geometric characteristics such as the measurement of  
the marking of  the lesion for the three images (T2, 
DWI and ADC), eccentricity, area, arc length, extreme 
points, centroid, convexity, radius, major axis length, 
length of  minor axis, orientation, solidity, extension, 
equivalent diameter and fractal dimension per case 
count, together with the data of  the coordinates of  the 
position of  the lesion, the matrix that describes the 
orientation and scale of  the image, the values of  i, j and 
k being the column, row and coordinate of  the cut to be 
found respectively, the vector with spacing scalars x, y, z 

and the position of  the lesion TZ: Transitional zone, 
PZ: Peripheral Zone and A S: Fibromuscular stroma, 
taking into account the PI-RADS evaluation categories 
for the probability of  having clinically significant 
prostate cancer.

The Magnetic resonance imaging is increasingly used 
to diagnose prostate cancer, as it has improved the 
sensitivity and specificity of  PSA [1], being such the 
reason that the mathematical-computational support of  
prostate cancer in magnetic resonance imaging is an 
active research area [2].

1.  Introduction

Prostate cancer, due to the accumulation of  prostate 
fluid in the male gland called the prostate, is presented 
with a blockage of  the urethra that interrupts urine 
output, it is the most common type of  cancer worldwide 
in men with 1.6 million cases, it is a neoplasm that can 
become fatal if  not diagnosed in time and apply 
appropriate treatment, thanks to the new tools used for 
diagnosis, prostate cancer has had a tendency to 
decrease annually in the world , but not in Latin 
America, where the mortality rate has increased, 
becoming the leading cause of  cancer death in Latin 
America [3]. The Bahamas is the country with the 
highest rate of  death from prostate cancer with 78.86 
deaths per 100,000 population, followed by Barbados 
with 76.8 and Trinidad and Tobago with 70.67. Then 
there is Mexico with a predominance in Colima, 
Nayarit, Jalisco second of  Tlaxcala, Quintana Roo and 
Yucatán.
In the first part of  this study, there is a synthesis on the 
use of  classification models for the diagnosis of  
prostate cancer, highlighting the importance of  the 
implementation of  computational models to support 
the diagnosis of  the disease [4]. Currently, Magnetic 
Resonance is used as a prostate cancer diagnosis 
system; Because there are inaccurate diagnoses due to 
lack of  symptoms, a contribution is shown here with the 
help of  an expert system that makes it possible to 
diagnose more accurately cancer lesions that facilitate 
identification and thus adequately prevent evolution [5].

The research, together with the innovation of  science 
and technology, has advanced until finding important 
contributions in the field of  the study of  diseases where 
oncology occupies a primary place for diagnosis, with 
the new Automatic Learning System it is possible to use 
a set of  data to recognize patterns associated with 
cancer which until now have been difficult to see 

On the other hand, it continues with the analysis and 
results sample using the data of  63 patients where 
logistic regression models, Neural network, decision 
tree, random forests are used, where categories 4 and 5 
of  PI-RADS are used. The benefits that can be accessed 
with the classification models, through the extraction 
of  geometric characteristics, will be a system that will 
be available to the expert doctor for the diagnosis of  
cancer, to increase the reliability and tranquility of  the 
patient by improving the appropriate intake of  
decisions that will direct and define the course of  the 
disease where the goal will be to use the most 
appropriate treatment that can end the problem and 
provide a better quality of  life for patients, also aimed at 
the entire branch of  oncology, hospital centers and 
other interested parties, which will be a great ally as a 
contribution to speed up the diagnosis, as a complement 
to help using an automatic classifier and geometric 
variables for improvement and speed.

2.  Materials and methods

The methods currently used to evaluate prostate cancer 
are based on Magnetic Resonance imaging that detect 
different prostate cancer lesions and the PI-RADS 
System or 5-point classification system responsible for 
classifying the lesions found in Magnetic Resonance , 
this is a contribution that combines Machine Learning 
with images, a branch of  medicine that uses algorithms 
to extract characteristics of  medical images, with the 
use of  data sets and their validation and have allowed 
researchers to classify prostate cancer in patients and 
therefore a diagnosis with a better predictive value [6].
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Zonal anatomy

Ÿ The transition zone surrounds the prostate urethra. 
This area is enlarged in elderly men, resulting in 
benign prostatic hyperplasia.

Ÿ A posterior fibromuscular stroma is a small area of  
tissue that is located on the anterior side of  the 
prostate.

2.2.  Anatomy

Scroll through the images to see the areas in which the 
prostate is divided:

Ÿ The central area is located at the base of  the prostate, 
behind the transition zone and surrounds the left and 
right ejaculatory duct.

PI-RADS (Prostate Imaging Reporting and Data 
System) refers to a structured report scheme to evaluate 
the prostate for prostate cancer. It is designed to be used 
in a patient prior to therapy.

70-75% of  all prostate cancers originate in the 
peripheral area (PZ). The posterior aspect of  this area 
can be examined with a digital rectal exam. 25% of  
prostate cancers originate in the transition zone (TZ). 
Very few prostate cancers manifest in the central zone 
or in the anterior fibromuscular stroma [12]

Ÿ The peripheral area is located on the back and side of  
the prostate.

Figure 1. Parts of  the prostate [13].

A score is given according to each variable. The scale is 
based on a score of  1 to 5 (which is administered for 
each lesion), 1 being probably benign and 5 being highly 
suspected of  malignancy:.

Ÿ PI-RADS 1: very low (clinically significant cancer is 

2.3.  Prostate image and data system

The original PI-RADS score was annotated, reviewed 
and published as the second version, PI-RADS v2, by a 
steering committee composed of  the joint efforts of  the 
American College of  Radiology (ACR), European 
Society of  Urogenital Radiology (ESUR) and the 
AdMeTech Foundation.
The score is calculated from the evaluation of  a 
prostate-specific MRI. Images are obtained using a 
multiparameter technique that includes T2-weighted 
images, a dynamic contrast study (DCE), and DWI. If  
DCE or DWI are insufficient for interpretation, the 
most recent guidelines recommend omitting them in 
the score [14].

In addition, histology elements were considered, 
branch of  the anatomy that analyzes the tissues under 
the microscope, determines an adenocarcinoma for 
prostate cancer, there being less common histological 
types such as neuroendocrine prostate cancer and small 
cell prostate cancer than by Being aggressive variants 
produce less PSA spreading outside the prostate [8]. 
These rare variants tend to be more aggressive, 
produce much less PSA and spread outside the prostate 
before [10].

2.1. Clinical presentation

 conventionally by expert doctors.
It was taken into account that the Prostate Specific 
Antigen (PSA) a protein produced by the cells of  the 
prostate gland is obtained with a blood test that 
measures PSA levels, since PSA does not exist for a 
certain age and for the presence of  Prostate cancer PSA 
levels rise, but they are not a determinant for the 
diagnosis as they are also elevated by a benign infection 
called, Benign Prostatic Hyperplasia or benign 
enlargement of  the prostate [7].

The prostate specific antigen (PSA) is a protein 
produced by the cells of  the prostate gland and released 
into the bloodstream. PSA levels are measured by a 
blood test. Although there is no "normal PSA" for any 
man at a certain age, a higher than normal PSA level can 
be found in men with prostate cancer. Other non-
cancerous prostate conditions, such as prostatitis, can 
also lead to an elevated PSA level. Prostatitis is 
inflammation or infection of  the prostate. In addition, 
some activities such as ejaculation may temporarily 
increase PSA levels. This should be avoided before a 
PSA test to avoid falsely elevated tests [9].

Next, in table 1, the clinical presentation of  prostate 
cancer is shown:

Table 1. Clinical presentation Prostate cancer [11].

Supervised classifiers of prostate cancer
A geometric study on magnetic resonance images T2 weighted (T2W), by diffusion (DWI-ADC)
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To avoid subjectivity in reports, a standardized 
reporting system, known as PIRADS (Prostate 
Imaging and Reporting Archiving Data System scoring 
system) is being used. It is essential to have radiologists 
specialized in this test for a precise interpretation [20]. 
The process in general that is applied to each of  the 
images per patient, consists of  a filtering of  the image 
to enhance and detect contours, from which the 
different characteristics are determined, which will be 
the attributes of  the data set constructed, said measures 
eccentricity, area, arc length, extreme points, centroid, 
convexity, center and radius, major axis length, minor 
axis length, orientation, solidity, extension, equivalent 
diameter and fractal dimension per box count, together 
with the data of  the coordinates of  the position of  the 
lesion, the matrix that describes the orientation and 
scale of  the image, the values of  i, j and k being the 
column, row and coordinate of  the cut to be found 
respectively, the vector with spacing scalars x, y, z, and 
the position of  the TZ lesion: Transitional zone, PZ: 
Peripheral Zone and AS: Fibromuscular stroma. All the 
mentioned measures are in pixels and are carried out 
considering the data system and report in prostate 
imaging (PI-RADS), which was created in order to help 
in the detection, location of  prostate cancer with 
magnetic resonance, with which is intended to reduce 
variability in the interpretation of  prostatic magnetic 
resonance studies.

Ÿ  is very unlikely)

Ÿ PI-RADS 4: high (a clinically significant cancer is 
likely)

3. Development of  the topic

Ÿ PI-RADS 5: very high (a clinically significant cancer 
is very likely) [15]. 

Ÿ PI-RADS 2: low (clinically significant cancer is 
unlikely)

Ÿ

Ÿ PI-RADS 3: intermediate (the presence of  clinically 
significant cancer is equivocal)

3.1.  Considerations on the current status of  the      
prostate cancer study.

It is important to note that, one of  the reasons why 
magnetic resonance imaging has not yet progressed to a 
first-line modality for the diagnosis of  prostate cancer 
is that it requires a substantial experience of  the 
radiologist to read the magnetic resonance of  the 
prostate and such experience is not widely available 
[16].

In the article "Computer-Aided Detection of  Prostate 
Cancer in MRI" the authors expose the importance of  
having diagnostic support from computer assistance 
where they use prostate segmentation based on 
multiple atlases, extraction of  voxel characteristics and 
classification and detection of  local maxima, where 
thanks to the laser classification they find the 
probability of  cancer for each patient [17], in the 
research “Advances in Intelligent Systems and 
Computing” the author recommends the use of  
machine learning techniques to identify areas of  
Prostate cancer in complex histological images [18], in 
which it is taken into account that the separation of  
benign glands and stromal cancer areas is one of  the 
vital steps towards the automatic classification of  
prostate cancer in digital images, presents a novel tool 
that uses a supervised classification of  hist Component 
ograms in hematoxylin and eosin imaging to delimit 
areas of  benign glands and cancer. Using high-
resolution images of  complete slide prostatectomies, 
they compared several image classification schemes 
that included intensity histograms, oriented gradient 
histograms and concatenations with manual tissue 
annotations by a pathologist [19]. 

Classification models for prostate cancer are applied, 
such as logistic regression, decision tree, Random 
forests, Naive-Bayes (Gaussian), K-neighbors, 
multilayer perceptron, Naive-Bayes (Bernoulli), 
support vector classifier , stochastic descending 

gradient, support vector classifier (Linear), support 
vector classifier (Nu-support), vector support 
machines,  emphasizing theoretical concepts, 
knowledge and research that contribute to the support 
of  medical diagnosis of  this type of  cancer, taking into 
account the experience and background of  many 
studies, with data, for the experimentation and 
classification that supports the medical diagnosis of  
prostate cancer, striving to have an accurate and early 
diagnosis through the extraction and analysis of  
geometric characteristics, as a valuable contribution of  
science and technology that generates hope for patients 
and doctors that cool They have such a careful disease.

Figure 2. Sequences with the marking of  the lesion 
corresponding to PI-RADS 4. Source: own.
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Most cancers in their initial stage do not cause 
symptoms, which happens with prostate cancer, in an 
advanced stage it presents symptoms such as; problems 
with urination, bleeding, erectile dysfunction, back and 
hip pain, numbness in the feet among others.

It is the experience of  a Radiologist who reads and 
interprets the Magnetic Resonance images of  the 
prostate who are responsible for issuing the final 
diagnosis of  prostate cancer, sometimes resulting in a 
doubtful diagnosis due to the limited availability of  a 
substantial effective experience. The article on 
Artificial Intelligence in prostate cancer by María Peñas 
Leonor, Laura Vizoso Tercero, on the diagnosis of  
prostate cancer uses automatic segmentation of  the 
prostate using Marginal Space Learning (MSP) that 
aims at automatic segmentation of  the prostate, the 
which consists of  detecting approximately the shape of  
the prostate by normalizing the data, and then refining 
the edges and shape, with results obtained on magnetic 
resonance imaging enhanced in T2 of  the prostate 
demonstrating the effectiveness of  learning-based 
methods such as Efficiency of  the deformations that 
apply to the limits of  the segmentation of  the lesion 
during the process.

3.2. T2-DWI image processing

Automatic segmentation of  the prostate remains a 
challenge due to its resemblance to the seminal 
vesicles, the geometric variability caused by the 
disease and the presence of  adjacent structures 
such as the rectum and bladder, manual delineation 
of  the prostate is still necessary as a method 
starting to perform automatic segmentation [21].

The classification report confirms the accuracy of  the 
models for the predictions, which can be seen in the 
Table 2. The accuracy is verified taking into account 
that it is calculated thanks to the sum of  the positive 
predictions classified as positive and the negative ones 
classified as negative divided over the total data.

The method for processing magnetic resonance images 
in T2 sequences and DWI - ADC diffusion consists in 
marking the lesion, the detection process, which 
consists of  converting the image to grayscale and then 
to a binarized image. In the latter, the pixels consist of  
values of  0 and 1 only, resulting in a black and white 
image. Therefore, noticing a change in pixel value 
identifies those with this property and then draw it. 
Subsequently, the described geometric variables are 
extracted.

 

Table 2. Results of  implementation of  the classification models. Source: own.
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It refers to the area enclosed within an outline, and also 
to the number of  non-zero pixels in the image through 
the Green formula.

4.1.  Area

4.2.  Length

And so for the area of  region D which is             For a 
binarized image the area is given by:

Also called discrete Green formula.     is the value of  
the pixel in the i-th row and j-th column of  the image. In 
the case of  being a binarized image,        takes values of  
0 or 1, for which, the area enclosed within the lesion 
contour will have pixels of  value one and the area 
results in a pixel count of  value 1. 

4.  Equations

A contour line is a closed curve that represents the edge 
of  a figure taking into account the same colors or same 
intensity in pixels. The detection process consists of  
converting the image to grayscale and then to a 
binarized image. In the latter, the pixels consist of  
values of  0 and 1 only, resulting in a black and white 
image. Therefore, noticing a change in pixel value 
identifies those with this property and then draw it. 
Next, the geometric image contour characteristics used 
in this work and which were developed from Python 
programming version 3.7.1 will be described.

L e t  C  b e  a  s i m p l e  c l o s e d  c u r ve  o r i e n t e d 
counterclockwise, smooth to pieces on the plane, if  D is 
the internal region enclosed by C, L and M are functions 
of      or    with continuous partial derivatives then

The moment in general is a quantitative measure of  the 
shape of  a function, which represent various physical 
characteristics, such as density, mass, center of  mass, 
etc. In particular, the moment on an image is the 
different amounts of  particular weights given to the 
intensity of  pixels on the image.

Again by Green's theorem the different quantities at 
which the moment is treated are calculated from:

if  is defined by a differentiable function  , or if   is 
defined parametrically by                       so   

Also called perimeter or arc length, calculates the 
length of  the contour curve. Normally the calculation 
of  this magnitude is 

However, since the image results as a discrete subset of  
the plane and the points that form the 'curve' are finite, 
say N , then the length is determined by

which is the sum of  the Euclidean distances between 
consecutive points             and        .

4.3.  Moment

           

 

That being located on an image that is a discrete set of  
the plane:

It should be noted that        it is the area of  the contour.

O geometric center represents the average position 
with respect to the shape of  the contour. It can be 
calculated as follows:  

4.4.  Centroid

 
For (c ,c )x y

 

4.  Equations

And so for the area of  region D which is             For a 
binarized image the area is given by:

Also called discrete Green formula.     is the value of  
the pixel in the i-th row and j-th column of  the image. In 
the case of  being a binarized image,        takes values of  
0 or 1, for which, the area enclosed within the lesion 
contour will have pixels of  value one and the area 
results in a pixel count of  value 1. 

L e t  C  b e  a  s i m p l e  c l o s e d  c u r ve  o r i e n t e d 
counterclockwise, smooth to pieces on the plane, if  D is 
the internal region enclosed by C, L and M are functions 
of      or    with continuous partial derivatives then

4.1.  Area

A contour line is a closed curve that represents the edge 
of  a figure taking into account the same colors or same 
intensity in pixels. The detection process consists of  
converting the image to grayscale and then to a 
binarized image. In the latter, the pixels consist of  
values of  0 and 1 only, resulting in a black and white 
image. Therefore, noticing a change in pixel value 
identifies those with this property and then draw it. 
Next, the geometric image contour characteristics used 
in this work and which were developed from Python 
programming version 3.7.1 will be described.

It refers to the area enclosed within an outline, and also 
to the number of  non-zero pixels in the image through 
the Green formula.

4.2.  Length

Also called perimeter or arc length, calculates the 
length of  the contour curve. Normally the calculation 
of  this magnitude is 

4.3.  Moment

That being located on an image that is a discrete set of  
the plane:

However, since the image results as a discrete subset of  
the plane and the points that form the 'curve' are finite, 
say N , then the length is determined by

if  is defined by a differentiable function  , or if   is 
defined parametrically by                so 

The moment in general is a quantitative measure of  the 
shape of  a function, which represent various physical 
characteristics, such as density, mass, center of  mass, 
etc. In particular, the moment on an image is the 
different amounts of  particular weights given to the 
intensity of  pixels on the image.

Again by Green's theorem the different quantities at 
which the moment is treated are calculated from:

which is the sum of  the Euclidean distances between 
consecutive points             and        .

O geometric center represents the average position 
with respect to the shape of  the contour. It can be 
calculated as follows:  

                centroid coordinates. 

4.4.  Centroid

It should be noted that        it is the area of  the contour.

4.5.  Hu Moments

The central moments are defined as

and the respective standardized as:
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They are defined as the extreme points of  the curve, 
that is, the coordinates of  the points that are higher, 
lower, more to the right and more to the left. More 
formally means if       and      the sets of  first and second 
coordinates of  points that are on the curve.

These are invariant under translations if  there are 
similar figures in various places in space, their central 
moment will be the same. Now for this invariance to be 
maintained for translations, rotations and escalations, it 
is that Hu's moments are needed. Which are defined by

4.6.  Extremal Points

Therefore if

4.8.  Center and radio

Additionally, geometrically, it can be observed that this 
circumference is only determined and can be found by 
finding a maximum of  three “limit” points that must 
belong to the cycference.

The convexity of  a curve is about the convexity of  
the region that encloses that curve. A set    It is 
convex if  for everything             for all

So the extremal points are:

4.7.  Convexity

In other words, the line segment between two points 
within the region is contained in the region.

Now as the set taken A is finite it exists if  the diameter 
of  this set is defined as

Jung's theorem states that the radius of  the smallest 
circle that encloses A  cannot exceed diam 

If  the points that generate the curve are considered, it is 
necessary to generate the smallest circumference that 
encloses such points. The center and radius of  said 
circumference is what these measures refer to.  

4.9. Ellipse

If  the contour is made analogous to the previous 
problem, a rectangle that encloses the contour with the 
smallest possible area. And if  another condition is 
added to it like the rectangle can be rotated. From this 
rectangle, the ellipse inscribed in it is now generated.

4.10. Major and minor axis length

The major and minor axis length is the diameter of  the 
c ircumscr ibed and inscr ibed c ircumference 
respectively.

4.11. Orientation

It is a measure that relates the measure of  the foci with 
the length of  the main axis and can be calculated by

4.12. Eccentricity

It is the angle between the x axis and the main or focal 
axis that, as the name implies, is the axis of  the ellipse 
where the foci are located

4.13.  Solidity

 

If  you take the collection of  points A on the contour, 
you can generate the smallest convex set that contains A 
. Especially if  it is done on convex polygons, it is known 
as a connected envelope or convex hull of A More 
formally it is the set of  all the convex combinations of A 
that is to say, 

If, for example, the points were on the same line Conv 
(A) it is the segment that joins the extreme points. Then 
the solidity is defined as the ratio of  the area of  its 
contour to its convex area of  the hull: 

Supervised classifiers of prostate cancer
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4.15.  Diameter

It is defined as the proportion of  the area of  the contour 
with respect to the area of  the bounding rectangle:

A fractal is an irregular geometric structure with the 
property of  self  similarity, meaning that it is repeated 
at different scales. There is a way to provide this type of  
object with a dimension, this is known as the box count 
dimension, the Minkowski or Hausdorff  dimension. In 
it, the complexity with which the figure changes 
through the scales is measured.

Let          be the fractal and           the collection of  open 
boxes or squares whose sides measure  ,that partition 
the space (image). If            such that

4.14.  Tumor Extension

And when both coincide:

4.16.  Fractal dimension

It is the diameter of  the circle whose area is the same as 
the area of  the contour, and can be found by the 
following expression

where             is 1 if  there is an       for which              or 
otherwise 0. The upper Minkowski dimension of  X  as

and in counterpart, the lower Minkowski dimension by

5.  Analysis of  results

Note that in addition to the variables mentioned in 3 and 
convexity, other variables such as 24 moments, 
including centralized and normalized moments, were 
considered. These were excluded because the accuracy 
of  the classification models decreased; in particular, the 
different moments are contained in the moments of  Hu 

being these invariants under translations, rotations, and 
reflections. Convexity on the other hand, generated 
only one value and therefore did not contribute to the 
distinction between the PIRADS contemplated, thanks 
to the fact that these variables were excised, greater 
precision is obtained by the random forest classification 
model set out in Table 2 of  the 96%

It is the Minkowski box count dimension of X [22].

The variables obtained from the data set are included in 
each classification model to know their performance in 
terms of  accuracy, and with this the results obtained are 
compared; it was found that supervised classifiers such 
as random forests and the decision tree have a better 
performance than logistic regression, Naive-Bayes, k-
neighbors, multilayer perceptron, support vector 
classifier, stochastic descending gradient and support 
machines Vector, for the classification of  the PI-RADS 
evaluation categories, on magnetic resonance imaging 
with T2 weighting and DWI-ADC diffusion, with an 
accuracy of  0.96 for random forests and 0.94 for the 
decision tree.

With the extraction of  geometric characteristics, the 
numerical characterization in pixels of  the lesion is 
performed, with the PIRADS evaluation categories that 
will help the expert doctor in charge of  issuing the 
diagnosis of  prostate cancer who will have a tool that is 
implemented to the images obtained by Resonance 
Magnetic as a numerical value of  easy representation 
on the categories of  evaluation of  the patient of  the 
different variables extracted as a reference for the 
classifiers.
To quantify the utility of  all variables throughout the 

6.  Conclusions

In the 21st century, science and technology come 
together to provide great solutions and in the area of  
medicine they impact on the development of  a Machine 
Learning Machine Learning (ML) system, to support 
medical diagnosis, which using Magnetic Resonance 
images of  humans and with the different supervised 
classifiers evaluated, taking into account the Prostate 
Imaging Data and Reporting System (PI-RADS), we 
have a system aimed at supporting the diagnosis of  
prostate cancer. The diagnosis of  prostate cancer is a 
long process that is currently carried out in several 
steps ranging from rectal examination, PSA tests and 
magnetic resonance imaging, which have a subjective 
classification where the final decision depends on the 
experience of  the Professional, expert doctor in charge 
of  interpreting the images, therefore with the machine 
learning method and the PIRADS classification, the 
images will be classified at a more exact level for 
diagnostic support.
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 random forest, the relative importance of  the variables 
is observed, which represent how much, including a 
particular variable, the prediction improves. These 
variables are the measure in cm of  the lesion, 
orientation, extreme points, solidity, extension, 
d i a m e t e r,  e c c e n t r i c i t y,  H u _ m o m e n t o _ h 2 , 
Hu_momento_h3 and fractal dimension, standing out 
by 40% over the other variables.

[5] F. Gómez and R. Gaston, “Cáncer de Próstata”, 
2 0 1 5 .  [ O n l i n e ] .  A v a i l a b l e  a t : 
h t t p s : / / w w w. i c u a . e s / u r o l o g i a -
avanzada/cancer-de-prostata/ 

[13] I. Chan et al., “Detection of  prostate cancer by 
integration of  line-scan diffusion, T2-mapping 
and T2-weighted magnetic resonance imaging; 
a multichannel statistical classifier”, Medical 
Physics, vol. 30, no. 9, pp. 2390-2398, 2003. 

Mathematics drives medicine with its precision, thanks 
to the quantification provided by methods for doctors to 
establish balance through applications and calculations 
when issuing diagnoses, executing treatments and 
surgeries, geometry is used in specialties such as 
analysis and Image processing, where the application of  
angles, planes and measures, are decisive to grant an 
accurate diagnosis, mathematics is the main basis of  the 
scientific development of  health, by the applications of  
the science of  numbers in the medical field. The 
geometric characteristics extraction module, obtains 
the information of  each image and the classification 
module, allows, from the characteristics of  the 
magnetic resonance images (T2 - DWI - ADC) obtained 
in the previous module, to place the image inside of  a 
class, providing you with an encoding. For this 
implementation, a study of  different characteristics 
that can be obtained from the images and a learning 
algorithm that allows classifying them after obtaining 
their content is carried out.
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